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Preface to the fourth edition

The first edition of this book, published in 1985 was
a testimony to the dramatic molecular revolution
that was taking place in biology and consequently
in cancer research at that time. The book evolved
from a series of introductory lectures developed to
help new students and research fellows that came
to work at the Imperial Cancer Research Fund
Laboratories in London to assimilate the rapidly
evolving body of knowledge on cancer. These
popular talks were designed to give the non-expert
a background to related areas of research and were
given by experts from within the Imperial Cancer
Research Fund, many of whom subsequently con-
tributed chapters to the first edition of the book.
Twenty years later, the need for a comprehensive
introduction to this broad field is even more
apparent and the introductory lectures at what is
now the Cancer Research UK London Research
Institute continue and are as popular as ever.
Today, laboratory science has begun to have a real
impact on clinical medicine and it is of utmost
importance that scientists have not only a broad
view of laboratory cancer research but also a good
understanding of the most up to date treatment
options. Similarly, it is essential that clinicians
treating the various types of neoplastic disease are
aware of developments in basic science and can
apply these appropriately. It is our view that only
when determined attempts to bridge the gap
between the laboratory and clinic are made by both
clinicians and scientists that rapid translation will
take place. Our objective has been to facilitate
acquisition of basic information on all aspects of
cancer research to facilitate this process.

Inevitably over the years, many authors of this
book have changed, some topics have become less
relevant and new topics have been added. How-
ever, we are delighted that the initiator of the series
and one of the editors of the first three editions of
the book has given advice during the planning of
this fourth edition and has again contributed to the

first chapter of the book. Sammy Franks was Ph.D.
supervisor to one of us (MK) and throughout his
career has encouraged young scientists to look
beyond the topic of their personal Ph.D. or post-
doctoral project to encompass the wider picture.
His care in selection of topics and authors for the
earlier editions of the book generated a compre-
hensive and readable text that has been used
extensively. In preparing this new edition we have
tried to keep his original goals in mind.
Our task in updating this has not been easy, not

least because of the unprecedented developments
in many areas of biology. There are many more
relevant and indispensable topics than before and
this creates a conflict with the size limitations for a
textbook of this kind. Perhaps the most difficult
aspect of modern biology, however, is the com-
plexity of current knowledge that seems to defy
simplification to the level of the ‘non-expert’.
Inevitably, this is more apparent in some areas
than in others and we are aware that the factual
content of the book has increased enormously. The
modern cell or molecular biologist faces a challen-
ging initiation into the field of cancer research.
Ultimately, however, the dramatic increase in
knowledge provides young scientists today with
the power to understand and manipulate the fun-
damental processes of life as never before. We
believe, and hope, that the reader will find, that the
obvious benefits in understanding complex biolo-
gical problems far outweigh the effort required to
assimilate the increased information content of this
volume.
We have expanded the number of chapters from

22 to 30 to include chapters that cover some of the
new technologies such as global analyses of the
genome, transcriptome, and proteome and more
recent concepts and discoveries in cell biology
such as the process of apoptosis, the rapid advances
made in understanding the finite or infinite
proliferative capacity of somatic cells and the



epigenome. Huge strides have been made in our
understanding of genomic alterations in cancer cells
and these are reflected in an extensively updated
chapter on molecular cytogenetics. All chapters
with similar titles to the previous edition have been
completely rewritten or extensively updated. On
reviewing the final content of the book, one of the
most striking changes is the general acceptance by
authors of the identity of the key genes affecting
the processes they seek to elucidate. No longer
is identification of genes a critical issue but the
(almost entire) sequence of the human genome now
allows biologists to focus on biological processes
rather than detective work designed to find genes.
One of the striking observations is the diversity of
types of genes involved in cancer development that
is reflected in several chapters. Similarly, develop-
ments in novel cancer therapies now draw on many
areas of molecular biology and several are now
represented as separate chapters. This is indeed a

period of plenty in terms of what is known and
what is possible and the scope for new scientists
and clinicians to draw on this is unprecedented.
Authorship for this edition continues to represent
experts in each field of research but this now
extends beyond the confines of a single organiza-
tion to draw on expertise from around the world.
The assembly of such an impressive group of
experts in such a fast-moving area of research
ensures that the content is as up-to-date as possible
and we are indebted to all contributors for their
efforts. Inevitably, there will be omissions and
imbalances that will be felt more acutely by some
readers than others and we encourage readers to
comment and make suggestions for any future
editions of the book.

Leeds M. A. K.
January 2005 P. J. S.
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Preface to the third edition

Successive editions of this book have mirrored
developments in cancer research and we hope that
this new edition will achieve our original objective
of providing a relatively brief but comprehensive
introduction to the initiation, development, and
treatment of cancer. On this background we have
tried to provide an introduction to the results and
new developments in the field using the current
techniques of cell and molecular biology. A fuller
understanding of the detail in some chapters needs
a basic knowledge of molecular biology which can
be found in several textbooks (e.g. Lodish et al.,
1995) but the general principles in each chapter
should be comprehensible without this. This edi-
tion has allowed us to bring up-to-date information
in fields in which there has been great activity and
even some achievement. In particular, the chapters
concerned with epidemiology, genetic and chro-
mosome changes, oncogenes, chemical and radia-
tion carcinogenesis, growth factors, the biology of
human leukaemia, and hormones and cancer, and
the Glossary have been rewritten or extensively
revised. Other chapters have been brought up-to-
date and new chapters on cytokines and cancer, the
molecular pathology of cancer, cancer prevention,
and screening have been added.

Gene nomenclature may cause some confusion
since although there is now a standardized format
it is not yet generally accepted by all workers in the
field. Many of the genes and oncogenes described
by some earlier workers have retained their origi-
nal format for historical reasons. Some genes were
discovered in mouse cells, others in humans, and
still others in viruses, and different names were
given to genes which are now known to be essen-
tially the same. Genes described for human cells are

now usually written in upper case, italic type and
their protein products in roman type. Mouse genes
are often given in lower case italic type, their pro-
ducts as for those of human genes; those from
Drosophilia are italicized with only the first letter
capitalized. Specific oncogenes may be cited by a
lower case first letter (c for cellular, v for viral),
followed by a hyphen, and then the gene name in
italic type. However, there may be further modifier
terms. For the most part, we have tried to maintain
some degree of consistency but in some chapters
we have retained the original format if this is still
used by many workers.
The apparently inevitable increase in girth that

seems to accompany middle age has had its effect
on the book which is somewhat larger than its
predecessors but we hope that the increase in
information will compensate.
As one of the philosophers in The Crock of Gold

(Stephens 1931) commented ‘Perfection is finality;
finality is death. Nothing is perfect. There are
lumps in it.’* No doubt there are lumps, and errors,
and omissions in this new edition. We should be
pleased to have comments and suggestions for
their correction.

References

Lodish, H., Baltimore, D., Berk, A., Zipursky, S. L.,
Matsudaira, P., Darnell, J. (1995). Molecular Cell Biology.
Scientific American Books, W. H. Freeman, New York.

Stephens, J. (1931). The Crock of Gold. Macmillan, London.

London L. M. F.
June 1996 N. M. T.

* He was complaining to his wife about his porridge. She
hit him on the head.



Preface to the second edition

The second edition of this book—prepared sooner
than we had expected—has given us an opportu-
nity to correct some of the faults and errors pointed
out by our readers and reviewers, as well as
allowing us to bring the book up-to-date in a
number of areas in which there have been rapid
developments. In particular the chapters on the
genetic and chromosomal changes, growth factors,
immunotherapy, and epidemiology have been
expanded and more information on viral and che-
mical carcinogenesis added to the appropriate
sections. We have also clarified and added new
information to most of the other chapters.
At some stage all authors and editors of intro-

ductory textbooks are faced with the awful choice
of deciding what to leave out. When does com-
pleteness conflict with comprehension? Is the

omission of this and that piece of information really
a mortal sin or could the distinguished reviewer
who pointed it out just happen to have been told
about it by a passing graduate student? In the end
of course we did what all editors must do and
made our own choice.

We hope that this second edition will continue to
be of use to its readers as an introduction to cancer
studies and as a source of further information
either in key references or in specialized reviews
such as Cancer Surveys.

We should still appreciate comments and sug-
gestions for further improvement.

London L. M. F.
January 1990 N. M. T.



Preface to the first edition

Cancer holds a strange place in modern mythology.
Although it is a common disease and it is true to
say that one person in five will die of cancer, it
is equally true to say that four out of five die of
some other disease. Heart disease, for example, a
much more common cause of death, does not seem
to carry with it the gloomy overtones, not always
justifiable, of a diagnosis of cancer. This seems to
stem largely from the fact that we had so little
knowledge of the cause of a disease which
seemed to appear almost at random and proceed
inexorably. At the turn of the century, when the
ICRF was founded (in 1902), the clinical behaviour
and pathology of the more common tumours was
known but little else. Over the years clinicians,
laboratory scientists and epidemiologists estab-
lished a firm database. The behaviour patterns of
many tumours, and in some cases even the causal
agents, were known but how these agents trans-
formed normal cells and influenced tumour cell
behaviour remained a mystery.

The development of molecular biology opened
up a major new approach to the molecular analysis
of normal and tumour cells. We can now ask and
begin to answer questions particularly about the
genetic control of cell growth and behaviour that
have a bearing on our understanding not only of
the family of diseases that we know as cancer but of
the whole process of life itself. It is this, as much as
finding a cause and cure for the disease, that gives
cancer research its importance.

The initiating event which ultimately led to the
publication of this book was the realization that
many graduate students and research fellows who
came to work in our Institute, although highly
specialized in their own fields, had relatively little
knowledge of cancer and there were few suitable
textbooks to which they could be referred. Con-
sequently, regular introductory courses were orga-
nized for new staff members at which ‘experts’
were asked to give a general introduction to their

particular field of study. The talks were designed to
give a background for thenon-expert, as for example,
molecular biology for the morphologist or cell biol-
ogy for the protein chemist. The courses proved to be
very popular. This book follows a similar pattern and
has many of the same contributors—hence the fact
that most are, or have been, connected with the
Imperial Cancer Research Fund.
After a general introduction describing the

pathology and natural history of the disease, each
section gives a more detailed, but nevertheless
general, survey of its particular area. We have tried
to present principles rather than a mass of infor-
mation, but inevitably some chapters are more
detailed than others. Each chapter gives a short list
of recommended reading which provides a source
for seekers of further knowledge.
The topics covered have been selected with some

care. Although some, particularly those concerned
with treatment, may not at first glance appear to be
directly related to cell and molecular biology, we
feel that a knowledge of the methods used must
give a wider understanding of the practical pro-
blems which may ultimately prove to be solvable
by the application of modern scientific technology.
On the other hand, knowledge of inherent cell
behaviour (e.g. radiosensitivity, cell cycling,
development of drug resistance, etc.) is important
for the design of novel therapeutic approaches that
rely less on empirical considerations.
Despite differences in the levels of technical

details presented in some chapters, we hope that all
are comprehensible. We have provided a fairly
comprehensive glossary so that if some terms are
not explained adequately in the text, do try the
glossary. Finally, the editors would appreciate any
comments, suggestions or corrections should a
second edition prove desirable.

London L. M. F.
December 1985 N. M. T.
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1.1 Introduction

Cancer has been known since human societies first
recorded their activities. It was well known to the
ancient Egyptians and to succeeding civilizations
but, as most cancers develop in the latter decades of
life, until the expectation of life began to increase
from the middle of the nineteenth century onwards,
the number of people surviving to this age was
relatively small. Now that the infectious diseases,
the major causes of death in the past, have been

controlled by improvements in public health and
medical care, the proportion of the population at
risk of cancer has increased dramatically. Although
diseases of the heart and blood vessels are still the
main cause of death in our ageing population,
cancer is now amajor problem. At least one in three
will develop cancer and one in four men and one in
five women will die from it. For this reason, cancer
prevention and control are major health issues.
However, cancer research has wider significance.
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Cancer is not confined to man and the higher
mammals but affects almost all multicellular organ-
isms, plants as well as animals. Since it involves dis-
turbances in cell proliferation, differentiation, and
development, knowledge of the processes under-
lying this disease help us to understand the very
basic mechanisms of life.
About 140 years ago a German microscopist,

Johannes Mueller, showed that cancers were made
up of cells, a discovery which began the search for
changes which would help to pinpoint the specific
differences between normal and cancer cells. In the
intervening period a huge amount of information
has been acquired about the cancer cell. In the past
two decades in particular, rapid technological
progress has allowed us to begin to dissect the
cancer genome, transcriptome, and proteome in
unprecedented detail and today there seems no
limit to the amount of information that can be
obtained. However, this does not naturally answer
all of the questions posed by those early cancer
biologists. Some fundamental questions remain
unanswered, despite our technical prowess and the
availability of commercial ‘kits’ for most basic
assays. Even the most advanced technology is of no
value if it is not applied appropriately and it is still
too early for the benefits of some recent technical
advances to be clear. In the past, some of the major
questions for the cancer biologist concerned what
types of experimentswerepossible and thedevelop-
ment of new techniques to extend these possibil-
ities formed a major part of the work done. Now
that almost anything seems technically possible, the
key issue for the twenty-first century biologist is to
identify the right questions to ask. This can make
the difference between a deluge of uninterpretable
data and a real improvement in understanding.
This book does not aim to identify what these
‘right’ questions are but to provide an introduction
to current understanding of cancer, its causes,
biology, and treatment. However, we do indicate
areas in which new and exciting discoveries are
being made and those in which key questions
remain unanswered.
Cancer is a disorder of cells and although it

usually appears as a tumour (a swelling) made up
of a mass of cells, the visible tumour is the end
result of a whole series of changes which may have
taken many years to develop. In this chapter, we
discuss in general terms what is known about the
changes that take place during the process of
tumour development, consider tumour diagnosis

and nomenclature, and provide some definitions.
Succeeding chapters deal with specific aspects in
more detail.

1.2 Normal cells and tissues

The tissues of the body can be divided into four
main groups: the general supporting tissues col-
lectively known as mesenchyme; the tissue-specific
cells—epithelium; the ‘defence’ cells—the haemato-
lymphoid system; and the nervous system. The
mesenchyme consists of connective tissue—
fibroblasts which make collagen fibres and asso-
ciated proteins, bone, cartilage, muscle, blood
vessels, and lymphatics. The epithelial cells are the
specific, specialized cells of the different organs, for
example, skin, intestine, liver, glands, etc. The
haemato-lymphoid system consists of a wide group
of cells, mostly derived from precursor cells in the
bone marrow which give rise to all the red and
white blood cells. In addition, some of these cells
(lymphocytes and macrophages) are distributed
throughout the body either as free cells or as fixed
constituents of other organs, for example, in the
liver, or as separate organs such as the spleen and
lymph nodes. Lymph nodes are specialized
nodules of lymphoid cells, which are distributed
throughout the body and act as filters to remove
cells, bacteria, and other foreign matter. The nerv-
ous system is made up of the central nervous sys-
tem (the brain and spinal cord and their coverings)
and the peripheral nervous system, which is com-
prised of nerves leading from these central struc-
tures. Thus, each tissue has its own specific cells,
usually several different types, which maintain the
structure and function of the individual tissue.
Bone, for example, has one group of cells respons-
ible for bone formation and a second group
responsible for bone resorption and remodelling
when the need arises, as in the repair of fractures.
The intestinal tract has many different epithelial
cell types responsible for the different functions of
the bowel, and so on.

The specific cells are grouped in organs which
have a standard pattern (Figure 1.1). There is a layer
of epithelium, the tissue-specific cells, separated
from the supporting mesenchyme by a semi-
permeable basement membrane. The supporting
tissues (or stroma) are made up of connective tissue
(collagen fibres) and fibroblasts (which make
collagen), which may be supported on a layer of
muscle and/or bone depending on the organ. Blood
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vessels, lymphatic vessels, and nerves pass through
the connective tissue and provide nutrients and
nervous control among other things for the specific
tissue cells. In some instances, for example, the skin
and intestinal tract, the epithelium which may be
one or more cells thick depending on the tissue,
covers surfaces. In others it may form a system of
tubes (e.g. in the lung or kidney), or solid cords (e.g.
liver), but the basic pattern remains the same. Dif-
ferent organs differ in structure only in the nature of
the specific cells and the arrangement and distri-
bution of the supporting mesenchyme.

1.3 Control of growth in normal
tissues

The mechanism of control of cell growth and pro-
liferation is one of the most intensively studied
areas in biology. It is important to make the dis-
tinction between the terms ‘growth’ and ‘prolifera-
tion’. Growth is used here to refer to an increase in
size of a cell, organ, tissue, or tumour and prolif-
eration to an increase in the number of cells by
division. ‘Growth’ is often used as a loose term
for both of these processes but the distinction is
particularly important now that factors controlling
both of these processes are becoming clear. In nor-
mal development and growth there is a very precise
mechanism that allows individual organs to reach a
fixed size, which for all practical purposes, is never
exceeded. If a tissue is injured, the surviving cells in
most organs begin to divide to replace the damaged
cells. When this has been completed, the process
stops, that is, the normal control mechanisms

persist throughout life. Although most cells in the
embryo can proliferate, not all adult cells retain this
ability. In most organs there are special reserve or
stem cells, which are capable of dividing in
response to a stimulus such as an injury to replace
organ-specific cells. The more highly differentiated
a cell is, for example, muscle or nerve cells, themore
likely it is to have lost its capacity to divide. In some
organs, particularly the brain, the most highly dif-
ferentiated cells, the nerve cells, can only proliferate
in the embryo, although the special supporting
cells in the brain continue to be able to proliferate.
A consequence of this, as we shall see later, is that
tumours of nerve cells are only found in the very
young and tumours of the brain in adults are
derived from the supporting cells.
In other tissues there is a rapid turnover of cells,

particularly in the small intestine and the blood and
immune system. A great deal of work has been
done on the control of stem cell growth in the red
and white cells (haemopoietic system), and the
relationship of the factors involved in this process
to tumour development (Chapter 18). For reasons
that are still unclear, rapid cell division itself is not
necessarily associated with an increased risk of
tumour development, for example, tumours of the
small intestine are very rare.
In the embryo there is a range of stem cells, some

cells capable of reproducing almost any type of cell
and others with a limited potential for producing
more specific cells, for example, liver or kidney. In
the adult, there is now unequivocal evidence for
the existence of stem cells capable of perpetuat-
ing themselves through self-renewal to generate
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Figure 1.1 A typical tissue showing epithelial and mesenchymal components.
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specialized cells of particular tissues. Striking par-
allels exist between the properties of stem cells and
cancer cells. This, together with the potential for the
use of human stem cells in various types of regen-
erative medicine, makes this a very active area of
research (Reya et al., 2001).
Control of organ or tissue size is achieved via

a fine balance between stimulatory and inhibitory
stimuli. When the balance is shifted, for example,
when the tissue is damaged and repair is needed,
when a specific physiological stimulus is appl-
ied, for example, hormonal stimulation or because
extra work is required from an organ, the compon-
ent cells may respond in one of two ways to achieve
these objectives. This may be by hypertrophy, that
is, an increase in size of individual components,
usually of cells which do not normally divide. An
example is the increase in size of particular muscles
in athletes. The alternative is hyperplasia, that is, an
increase in number of the cells. When the stimulus
is removed, commonly the situation returns to
the status quo as exemplified by the rapid loss of
muscle mass in the lapsed athlete. Some of the
stimuli that lead to these compensatory responses
are well-known growth factors and hormones
that are discussed in more detail in Chapters 11, 14,
and 15. Recent work on the insulin/IGF (insulin-
like growth factor) system, particularly in the
fruit fly Drosophila, has demonstrated that this
plays a pivotal role in the control of organ and
organism size (Oldham and Hafen, 2003). It is of
note that several molecules involved in these
processes are known to act as oncogenes or to be
dysregulated in cancer. For example, IGFs are
commonly overexpressed and the phosphoinosi-
tide 3-kinase (PI3K) pathway, which is activated
by insulin/IGF signalling, is functionally disrupted
in various ways in cancer cells (Vivanco and
Sawyers, 2002).

1.4 The cell cycle

The way in which cells increase in number is sim-
ilar for all somatic cells and involves the growth of
all cell components (increase in cell mass) followed
by division to generate two daughter cells.
Although the structural changes which take place
during this process, the cell cycle, have been known
for many years, our current detailed knowledge of
the molecular basis of the process has only been
acquired in the past two decades. Four stages

are recognized: G1, S, G2, and M. Following a
proliferative stimulus, G1 is a gap or pause after
stimulation where little seems to be happening.
However, if the cell is destined to divide, there is
much biochemical activity in G1 in preparation for
DNA replication. S is the phase of DNA synthesis,
where the chromosomes are replicated and other
cell components also increase. G2 is a second gap
period following DNA synthesis and M is the stage
of mitosis in which the nuclear membrane breaks
down and the condensed chromosomes can be
visualized as they pair and divide prior to division
of the cytoplasm to generate two daughter cells.
A further cell cycle phase is recognized, G0, which
is a resting phase in which non-cycling cells rest
with a G1 DNA content. Progression through the
cell cycle is now known to be restricted at specific
checkpoints, one in G1 and others in S and G2/M.
These provide an opportunity for cells to be
diverted out of the cycle or to programmed cell
death (apoptosis) if, for example, there is DNA
damage or inappropriate expression of oncogenic
proteins. Disruption of these cell cycle checkpoints
or alterations to key cell cycle proteins are found
in many, if not all, cancers. A detailed discussion
of the cell cycle, its regulation and disruption in
cancer is given in Chapter 9.

1.5 Tumour growth or neoplasia

It is not possible to define a tumour cell in absolute
terms. Tumours are usually recognized by the fact
that the cells have shown abnormal proliferation,
so that a reasonably acceptable definition is that
tumour cells differ from normal cells in their lack of
response to normal control mechanisms. Since
there are almost certainly many different factors
involved, the altered cells may still respond to some
but not to others. A further complication is that
some tumour cells, especially soon after the cells
have been transformed from the normal, may not
be dividing at all. In the present state of knowledge
any definition must be ‘operational’. Given these
qualifications we can classify tumours into three
main groups:

(1) Benign tumours may arise in any tissue, grow
locally, and cause damage by local pressure or
obstruction. However, the common feature is that
they do not spread to distant sites.
(2) In situ tumours usually develop in epithelium
and are usually but not invariably, small. The cells
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have the morphological appearance of cancer cells
but remain in the epithelial layer. They do not
invade the basement membrane and supporting
mesenchyme. Various degrees of dysplasia, that is,
epithelial irregularity but not identifiable as cancer
in situ are recognized in some tissues and these
may sometimes precede cancer in situ. Theoretic-
ally, cancers in situ may arise also in mesenchymal,
haemato-lymphoid, or nervous tissue but they
have not been recognized.
(3) Cancers are fullydeveloped (malignant) tumours
with a specific capacity to invade and destroy the
underlying mesenchyme (local invasion). The
tumour cells need nutrients via the bloodstream
and produce a range of proteins that stimulate the
growth of blood vessels into the tumour, thus
allowing continuous growth to occur (Chapter 17).
The new vessels are not well formed and are easily
damaged so that the invading tumour cells may
penetrate these and lymphatic vessels. Tumour
fragments may be carried in these vessels to local
lymph nodes or to distant organs where they
may produce secondary tumours (metastases)
(Chapter 16). Cancers may arise in any tissue.
Although there may be a progression from benign
tomalignant, this is far from invariable.Many benign
tumours never become malignant. Some of these
problems of definition may be more easily under-
stood if we consider the whole process of tumour
induction and development (carcinogenesis).

1.6 The process of carcinogenesis

Carcinogenesis (the process of cancer develop-
ment) is a multistage process (Figure 1.2). In an
animal, the application of a cancer-producing agent
(carcinogen) does not lead to the immediate produc-
tion of a tumour. Cancers arise after a long latent
period andmultiple carcinogen treatments aremore
effective than a single application. Experiments
carried out onmouse skin in the 1940s byBerenblum
and Shubik (reviewed by Yuspa, 1994) indicated
that at least three major stages are involved. The
first was termed initiation and was found to involve
mutagenic effects of the carcinogen on skin stem
cells. The second stage, which can be induced by a
variety of agents that are not directly carcinogenic
in their own right, was termed promotion. Fol-
lowing chronic treatment of carcinogen-initiated
mouse skin with promoting agents, papillomas
(benign skin tumours) arise. The major effect of
promoters seems to be their ability to promote
clonal expansion of initiated cells. Finally in the
third stage, progression, some of these benign
tumours either spontaneously or following addi-
tional treatment with carcinogens, progress to
invasive tumours. The terms coined to describe this
animalmodel are still commonly applied to describe
the process of carcinogenesis in man.
The mouse skin model indicated that carcino-

genesis is a multistep process and clearly this is
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Figure 1.2 Tumour development showing progression from normal to invasive tumour via accumulation of heritable changes over a long
period of time. The rate of acquisition of these changes will be influenced by environmental exposures and host response.
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also the case for human cancer. For example, most
solid tumours of adults arise in the later decades of
life, usually a long time after exposure to a specific
carcinogenic insult or after a long period of con-
tinuous exposure and this can be explained in
terms of the requirement for several distinct herit-
able changes. The nature of some of these changes
is now known in detail and is discussed at length in
several of the following chapters. These include
genetic alterations to proto-oncogenes and tumour
suppressor genes (Chapters 7 and 8) and epigenetic
alterations (Chapter 5). Histopathological observa-
tions also provide evidence for a long preneoplastic
period, sometimes with morphologically identifi-
able lesions such as benign tumours or in situ
dysplasia, which may persist for many years and
within which a malignant tumour eventually
arises.
The latent period between initiation and the

appearance of tumours is great. In man, after
exposure to industrial carcinogens, it may take over
20 years before tumours develop. Even in animals
given massive doses of carcinogens, it may take up
to a quarter or more of the total lifespan before
tumours appear. The requirement for acquisition of
multiple events is the likely explanation for this. In
the tumour that finally emerges, most of the genetic
and epigenetic changes seen are clonal, that is they
are present in the entire population of cells. It is
likely that a series of selective phases of clonal
expansion takes place in the tumour such that after
each event, there is outgrowth of a clone of cells
with a selective advantage. Evidence for this has
come from studies onmany tissues and particularly
where areas of surrounding tissue or multiple
related lesions can be sampled at surgery. In these
circumstances, it is common to find several shared
clonal events in different lesions and occasionally
in the apparently ‘normal’ surrounding epithelium
and additional events in the most histopathologi-
cally advanced lesion (see Section 1.8.1).

1.6.1 Genes involved in carcinogenesis

Several types of genes are now known to contribute
to the development of cancer. The discovery that
the oncogenes of tumour-producing retroviruses
are related to cellular genes (proto-oncogenes)
(Chapter 7) has led to intensive research into the
role of these genes in normal and tumour cell
growth, proliferation, and differentiation. Many
cellular genes can act as oncogenes when expressed

inappropriately or mutated. These genes act in a
dominant way at the cellular level to drive prolif-
eration or prevent normal differentiation. This
dominant mode of action makes oncogenes
attractive potential targets for specific cancer ther-
apies and there is currently a huge effort to inhibit
the activity of specific oncogenes using a variety of
approaches, some of which are already bearing
fruit (Druker and Lydon, 2000). An interesting
question in this regard concerns the role of such
genes in the initiation, progression, and mainten-
ance of tumours. In mouse skin, for example,
mutational activation of a ras oncogene is an initi-
ating event and subsequent tumour progression
and metastasis appear to depend on sequential
incremental levels of expression of the gene which
is clearly required for tumour maintenance. Sim-
ilarly it has been shown in mouse models of mel-
anoma that expression of a ras transgene is required
for tumour maintenance. However, in this model,
examples of escape of tumours in which ras gene
expression had been switched off (Chin and
DePinho, 2000), raises the possibility that not all
genetic events required early in tumour develop-
ment may be required later in the process, a fact
that represents a caveat in the design of oncogene-
targeted therapies.

Genes that provide negative regulatory signals in
the normal cell are also implicated in the develop-
ment of cancer. If such a gene requires loss or
inactivation to contribute to the transformation
process, then it is likely that both copies of the gene
must be altered and that such tumour suppressor
genes would be genetically recessive at the cellular
level. It was proposed by Knudson that two inde-
pendent mutations are needed for the development
of inherited cancers. In such cases of inherited
(familial) tumour predisposition, the first mutation
is present in the germ cells (sperm or ovum) and is
therefore inherited by every cell in the body
(Chapter 3). Only one further somatic mutation is
required for complete gene inactivation in these
cases. In the more common non-familial cancers,
two somatic mutations in the gene are required
and the chances of this happening in the same cell
are much less. Many tumour suppressor genes
have now been identified and many appear to
conform to Knudson’s so-called ‘Two-hit hypo-
thesis’ (reviewed in Knudson, 1996). Several
mechanisms of inactivation of the two alleles have
been described and these are discussed in detail in
Chapters 5 and 8. Not surprisingly however, there
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are exceptions to this rule and there are several
examples where loss of function of one allele of a
tumour suppressor gene is sufficient to generate an
altered cell phenotype that can contribute to
transformation. This is termed haploinsufficiency
and as discussed in Chapter 8, the levels of protein
required for adequate function may vary from gene
to gene, leading to the prediction that some genes
will be more strongly haploinsufficient than others.

In normal cells, the requirement for efficient
repair mechanisms is clear. In the absence of such
repair capacity, it is difficult to see how long-lived
species such as man could survive daily exposure
to environmental carcinogens without severe tox-
icity and inevitably a high cancer rate. The
mechanisms of repair of different types of DNA
damage have now been elucidated in great detail
both in lower organisms and in mammalian sys-
tems. There are several familial syndromes in
which components of the DNA repair machinery
are mutated in the germline and these have pro-
vided valuable tools for discovery of the mechan-
isms of repair of different types of DNA lesions.
One of the consequences of altered repair capacity
is an increased risk of cancer. This class of cancer-
causing genes can be referred to as ‘mutator’ genes
as their altered function leads to an increased
capacity for mutation of other genes. Any alteration
in the function of such genes, however small, has
the capacity to alter an individual’s lifetime risk of
cancer. However, in contrast to the tumour sup-
pressor genes, replacement of the function of these
genes has no direct effect on tumour phenotype.
There is currently much interest in identifying not
only highly penetrant mutations in DNA repair and
carcinogen-metabolizing genes but also the less
penetrant polymorphisms that affect each indivi-
dual’s response to environmental damage. DNA
repair and its relationship to cancer development
are discussed in detail in Chapter 4.

Other mutator genes include genes involved in
regulation of the mitotic apparatus which can also
affect the rate of acquisition of other mutations. An
example is aurora kinase A (AURKA) also known
as STK15, a gene whose product associates with
the centrosome in S phase and appears to play a
role in centrosome separation, duplication, and
maturation. This gene is amplified and over-
expressed in several types of cancer and this is
associated with the generation of aneuploidy
(deviation from the normal diploid number of
chromosomes) (Dutertre et al., 2002). Other genes

which also lead to aneuploidy when altered
include the mitotic checkpoint genes BUB1 and
BUBR1 both of which can be classified as tumour
suppressor genes as inactivation is required for
phenotypic effect.
This last example indicates that some subdivi-

sion within the large grouping of tumour sup-
pressor genes is possible. This has led to invention
of the terms ‘gatekeeper’ and ‘caretaker’ to describe
these different suppressor roles (Kinzler and
Vogelstein, 1998). Gatekeeper genes are defined as
rate-limiting for a step in the pathway of tumour
development. Thus, the adenomatous polyposis
coli gene APC is considered to be an initiation
gatekeeper as its inactivation is required early in
colorectal carcinogenesis. Caretaker genes include
those which when functionally inactivated lead to
defective DNA repair or other loss of function that
leads to mutation, for example, some DNA repair
genes, BUB1 and BUBR1.
Finally, the ability of the immune system to

detect and destroy altered cells that are identified
as ‘non-self’ (immune surveillance) may have an
impact on cancer incidence. For some time it has
been proposed that tumour cells expressing anti-
gens that are recognized by the immune system
will be eradicated at an early, preclinical stage and
only those cells not eliciting such a response can
survive to generate a clinically detectable tumour.
This may be reflected in the difficulty in prompting
a patient to mount a response against their tumour.
However, it is still not clear how much impact this
theoretical effect has on tumour incidence, nor
whether specific defects in the immune system
have a major impact (see Chapters 20 and 27).

1.7 Factors influencing the
development of cancers

Many factors are involved in the development of
cancer. These include both endogenous factors
such as inherited predisposition and exogenous
factors such as exposure to environmental carci-
nogens and infectious agents. All of these factors
are discussed in depth in Chapters 2, 3 and 13.
Another factor not discussed in detail elsewhere

in the book and which has a clear influence on
the type of cancer which develops is age. In fact,
age is the biggest risk factor for developing cancer
(Figure 1.3). There is an age-associated, organ-
specific tumour incidence. Most cancers in man
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and experimental animals can be divided into three
main groups depending on their age-specific
incidence:

(1) Embryonic tumours, for example, neuroblasto-
ma (tumours of embryonic nerve cells), embryonal
tumours of kidney (Wilms’ tumours), retinoblas-
toma, etc.
(2) Tumours found predominantly in the young,
for example, some leukaemias, tumours of the
bone, testis, etc.
(3) Those with an increasing incidence with age,
for example, tumours of prostate, colon, bladder,
skin, breast, etc.

The juvenile onset of some cancers such as
some leukaemias and those described as embry-
onal, is believed to reflect the requirement for
only a limited number of alterations. Some of
them such as familial retinoblastoma, originate in
cells that already contain one inherited genetic
defect and if only one or two further events is
required for tumorigenicity of a target cell (e.g.
inactivation of the second allele of RB), tumour
development becomes almost inevitable given the
large number of essentially initiated cells present.
There are several possible molecular and physio-

logical explanations for the last group of age-
associated tumours (group 3) which include the
most common adult human cancers. First, in
the normal individual there is continuous exposure
throughout life to low levels of exogenous carci-
nogens and it is likely that it is both the time
required for accumulation of multiple genetic
changes and for multiple phases of clonal selection
that results in tumours only later in life. This is

probably a major factor in determining the age
association of most epithelial tumours.

A second possibility is that with age there are
changes in the cellular environment that are more
permissive for outgrowth of altered clones or which
allow or encourage neoplastic change to take place,
for example, alterations in the immune or hormonal
systems or changes in the tissue microenviron-
ment. The relationship of tumour development in
endocrine-sensitive organs such as the breast or
prostate to age-associated hormonal changes in the
patient is still to be completely defined but seems
likely to be involved in the rate of growth of these
tumours. One of the roles of hormones is to stimu-
late division of hormone-sensitive cells, that is, these
may act as a promoting agent (Chapter 15). There is
some debate about whether the relative decline in
function of the immune system in old age plays a
role and this is discussed in Chapter 20. Interest-
ingly, there is also recent evidence that senescence-
associated changes that occur in mesenchymal cells
can affect adjacent epithelial cells and this may have
a promoting effect. Senescent fibroblasts express
several enzymes involved in extracellular matrix
remodelling, for example, MMP-9 and stromelysin
and it has been hypothesized that the ageing stroma
may contribute to epithelial carcinogenesis in this
way (Krtolica and Campisi, 2003). Some elegant
experiments have been carried out by Cunha and
colleagues which identify important effects of
tumour stromal cells. They studied the effect of
stromal cells derived fromprostate tumours or from
normal prostate on the in vivo growth of pre-
neoplastic prostate epithelial cells in tissue
recombination experiments. In combination with
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Figure 1.3 An example of age-specific cancer
incidence rate. Colon cancer incidence in men in
England in 1999.
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tumour stroma, the preneoplastic epithelium was
able to form carcinomas, whereas when combined
with normal stroma, only normal ductular struc-
tures were formed indicating that, even though
non-tumorigenic themselves, stromal cells derived
from the tumour microenvironment had lost the
ability to exert their normal inhibitory control over
the epithelial component of the tissue. Thus, normal
age-associated changes and acquired changes in
the tumour stroma can contribute to epithelial
carcinogenesis.

Finally, it is possible that there are age-associated
changes in some cells which increase their sus-
ceptibility to neoplastic transformation. Age-
associated decline in DNA repair capacity with
associated increase in mutation rate could be con-
sidered as such a factor. Although certain muta-
tions can themselves alter this capacity, it is not
clear whether changes in basal mutation rate can
account in any significant measure for the age-
associated increase in tumour incidence. There is
some evidence that certain types of damage are
repaired less efficiently by cells derived from old
tissues. For example, UV-induced damage is
repaired less efficiently by skin fibroblasts from old
donors than from young donors. These differences
may make a minor contribution to carcinogenesis
in the old but are clearly not the major drivers.
There is some experimental evidence for an
increased sensitivity to carcinogen-induced neo-
plastic change in tissue cultures and in transplants
derived from some organs from old animals, but it
is not clear how much this is related to the presence
of cells in old tissues which have already sustained
genetic damage.

Interestingly, tumours that develop in aged
laboratorymice aremore frequently haematological
and mesenchymal cell tumours than the epithelial
types seen in man. Until recently this has been an
unexplained observation. However, recent results
provideahighlyplausible explanation.Asdescribed
in Chapter 10, the ends of mammalian chromo-
somes contain telomeric repeat sequences that with
each normal round of DNA replication, lose some
sequence due to the ‘end-replication’ problem.
Thus, telomere length decreases with successive
divisions andwith age. It is now known that normal
human cells, which show a finite lifespan in vitro,
enter a phase commonly known as ‘crisis’ when
they are stimulated by certain viral oncogenes (for
example, SV40 large T) to continue proliferation

beyond their normal senescence limit. At crisis,
telomere length is severely shortened, rendering the
telomeres vulnerable to end-to-end fusion and
subsequent chromosomal breakage at mitosis. This
can generate some of the typical cytogenetic
abnormalities seen in epithelial tumours. Such
tumours therefore bear the cytogenetic hallmarks of
telomere attrition. Escape from crisis occurs only
when cells begin to express telomerase, the specia-
lized reverse transcriptase that allows them to
maintain telomere length. The likely explanation for
the species-specific age-associated tumour spec-
trum is that mice have very long telomeres which
unlike human telomeres never undergo critical
shortening within the lifespan of the organism, nor
within the additional proliferative lifespan required
for tumour development. Somatic mouse tissues
also express telomerase. Hence the tumours that
develop do not show major chromosomal rearran-
gements. So why do they develop mesenchymal
tumours and leukaemias? The answermay lie in the
requirement for fewer genetic events for trans-
formation of these cell types.

1.8 Genetic instability, clonal selection,
and tumour evolution

Our recent ability to dissect the cancer genome at
both the gross chromosomal and nucleotide level
has revealed extensive genetic change. Often this is
complex, particularly in advanced epithelial can-
cers and is commonly referred to as genetic or
genomic instability. Recent studies have revealed
that genetic instability can take distinct forms and a
debate has arisen over whether these represent
cause or effect.
One type of instability is that which results from

inactivation of mismatch repair (MMR) genes such
as MSH2 and MLH1 (Chapter 4). Defects in MMR
lead to numerous changes in short simple sequence
repeats spread throughout the genome (called
microsatellites; MMR is also termed microsatellite
instability, MIN). MIN is characteristic of tumours
found in patients with hereditary non-polyposis
colorectal cancer (HNPCC) who inherit mutations
in MSH2 or MLH1. Interestingly, MIN tumours
usually have a diploid karyotype which contrasts
with non-MIN epithelial cancers which commonly
show complex karyotypic abnormalities, commonly
termed chromosomal instability (CIN). The causes
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of CIN have been less obvious. There are several
possibilities including alterations in mitotic check-
point genes or genes involved in centrosome
function or chromosomal segregation as discussed
above. Already some tumours have been found to
contain this type of alteration. It is also possible
that once a cell has become aneuploid by chance,
this in itself predisposes it to become even more
aneuploid. This might happen, for example, at
mitosis where segregation of aberrant or large
numbers of chromosomes is more error-prone. A
final mechanism is the inherent CIN which is gen-
erated in cells at senescence when chromosomes
have severe telomere attrition. As indicated above,
shortening of telomeres in advance of re-expression
of telomerase can lead to severe chromosomal
rearrangement via end-to-end fusion followed by
breakage at segregation. There is evidence for all of
these mechanisms and it is likely that one or more
may contribute to the development of any given
tumour and that the mechanism that is active will
shape the genome in specific and recognizable
ways that may well be tissue or tumour type spe-
cific. More detailed analysis of tissue samples taken
throughout the course of tumour development
should help to clarify these issues in the next
few years.
While it is clear that tumours often have MIN

or CIN, it is not yet clear whether this is an early
event in the process, nor whether it is necessary
for tumour development. It has been argued that
the probability of tumours acquiring the necessary
number of genetic alterations is too low without
some additional mutator effect. This type of cal-
culation is difficult and to date no clear answer
is apparent, though there is no doubt that some
tumour cells have this phenotype while others,
particularly early in their development, have
little genomic alteration that can be identified. It
is probable however, that the level of generation
of mutations is critical and that too much instability
is likely to impede tumour development rather
than promote it. Already it is known that the
type of genetic instability present in the tumour
cell has an effect on the type of mutation found.
Thus, for example, MIN colorectal tumours tend to
inactivate the two alleles of the APC gene via
two point mutations, whereas CIN tumours tend to
have one point mutation and one allele lost by
deletion.
Two recent reviews explore these concepts in

depth using what is known about colorectal

carcinogenesis, possibly the best-studied model
system, as an example (Rajagopalan et al., 2003;
Sieber et al., 2003).

1.8.1 Selection of altered clones

The process by which cancer cells develop and
spread involves not only mutation but also selec-
tion of altered clones. These processes are the dri-
vers of tumour evolution. It is thought that
repeated rounds of mutation and selection occur
during somatic evolution of a tumour. As the lin-
eage evolves, the tumour cells acquire increased
autonomy and eventually the capacity for meta-
stasis. This is often compared to Darwinian evolu-
tion where in this case the fittest cell survives and
multiplies. The low rate of mutation, calculated as
2� 10� 7 per gene per cell division for cultured
human cells (Oller et al., 1989) precludes the
acquisition by a single cell of multiple mutations
simultaneously. Even when large carcinogen doses
are applied, the large number of potentially lethal
mutations sustained at the same time as any set of
mutations with potential advantage is likely to lead
to cell death rather than instant tumorigenicity.
Thus the expectation is that events occur singly and
in a particular sequence in each cancer. This is
frequently referred to as a genetic pathway or
progression pathway and for several cancer types
attempts have been made to map the pathway in
genetic terms. As indicated above, colorectal cancer
is arguably the best elucidated model in this regard
(Ilyas et al., 1999). In the colon, mutation of the APC
gene is the initiating event. The resulting ‘early’
adenoma then commonly acquires mutations in
KRAS, SMAD4, and TP53, respectively as it pro-
gresses histopathologically via ‘intermediate’ and
‘late’ adenoma to carcinoma. The frequency of each
of these changes in each of the lesion types suggests
that there is a preferred order of events in this case
but this does not appear to be invariable. Results
from other tumour types where samples can be
obtained from lesions at different stages in the
process, or from cancers with different malignant
potential, also show shared lesions and temporal
ordering of events in some cases. There is also
evidence that alternative pathways can lead to the
same result, and in different tissues specific
mechanisms may dominate. For example, many
tumours show inactivation of TP53 via mutation
while some others show amplification of the
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negative regulator of p53, MDM2. In the Rb path-
way, some tumours show direct mutation of RB
while others show inactivation of the pathway via
inactivation of the negative regulator p16. The
order of events may differ in different tissues. For
example, mutations of TP53 are found frequently in
lung cancer but patients with a germline mutation
in TP53 (Li–Fraumeni syndrome) do not develop
lung cancer as part of the syndrome. Possibly this
reflects inability of loss of p53 function to act early
in the pathway to lung cancer but its suitability as
an early event in the other tumours that develop in
these Li–Fraumeni patients.

The ultimate result of clonal evolution is escape
from the normal growth restraints imposed on the
cell in its normal tissue milieu. It follows therefore
that the way in which this is achieved will depend
to a great extent on what those growth restraints
are. Hence the finding of tissue- and cell type-
specific genetic alterations, different timing of
alterations, etc.

It is easy to envisage selection of mutations that
increase proliferation or allow resistance to apop-
tosis or any of the other key features of cancer cells.
However, mutations that increase mutation fre-
quency such as those that generate CIN or MIN do
not in themselves confer an immediate advantage
to the cell. At present, it is not clear how such a
phenotype is selected. One plausible explanation is
that such mutations may occur rarely in the same
cell as a second mutation that does confer an
immediate advantage and thus are selected as
‘passenger’ or ‘bystander’ events.

Many forms of treatment, for example, radiation
and chemotherapy may provide additional muta-
genic and selective stimuli and may precipitate the
emergence of more aggressive variants. An obvious
example is the destruction of X-ray-sensitive cells
by X-ray treatment. If the tumour also contains
X-ray-resistant cells, the cancer cells which are left
after treatment will be X-ray resistant. Although
progression is usually towards greater malignancy,
this is not invariably so. There are a number of cases,
unfortunately small, in which rapidly growing
tumours have ceased to grow or even disappeared
completely. Although we do not yet have a full
explanation for this, some studies indicate that this
may be related to the development of anti-tumour
immunity in the host.

Thus, a series of changes occur in a cell as car-
cinogenesis proceeds. As the tumour progresses,
more and more normal characteristics are lost and

it is common to observe what has been described as
dedifferentiation within the tumour tissue. This
refers to the loss of normal structure and cellular
functions characteristic of the tissue. Specialized
products of the cell, for example, secretions or
structural components may no longer be produced
as the cell begins to take on new characteristics. The
loss of normal differentiated features is referred to
by a pathologist as anaplasia and the degree of
such changes identified in tissue sections is used by
the pathologist to ‘grade’ tumours. In general, less
well-differentiated tumours have a poorer pro-
gnosis than those that retain the differentiated
characteristics of the normal tissue. As a rule, there
is an approximate correlation between tumour
grade and growth rate. The most differentiated
tumours (low grade, i.e. Grade I) tend to be more
slow-growing and the most anaplastic (high grade,
i.e. III or IV) the more rapidly growing. Human
breast cancers are graded in this way and it has
been shown that about 80% of patients with well-
differentiated Grade I breast cancers will be alive
and well at five years (and often much longer) but
only 20% of patients with Grade IV tumours will
survive for this time. It is of course equally obvious
from these figures that although 80% of patients
with Grade I cancers survive, 20% with the same
structural type of tumour do not. Tumour growth
and progression is influenced by factors other than
tumour structure, and these may range from the
rate of mutation and type of mutation they contain
to the reaction of the patient’s own defence
mechanisms. In recent years much effort has been
made to identify additional tests that can be carried
out in the pathology laboratory at the time
of tumour diagnosis to add both diagnostic and
prognostic (predictive) information and the search
for molecular markers (proteins or DNA changes)
that can supplement the repertoire of morpholo-
gical tests is intense. These are discussed at length
in Chapter 21. In fact, there are many examples
of success in identifying such markers for use in
tumour classification, prediction of prognosis or
response to therapy, disease monitoring, and
markers that can be used as therapeutic targets.
These are described in several of the other chapters
of this book. Possibly, the identification of such
markers has been the earliest and most clinically
applicable result of the intense effort of the past
two decades to characterize human tumours at the
molecular level. More successes will undoubtedly
follow.
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1.8.2 Tumour clonality

We have alluded to clonal evolution during tumour
development but what of the origin of the tumour?
Tumour clonality refers to the cellular origin of
cancers. A monoclonal tumour develops from a
single progenitor cell and a polyclonal tumour
develops from multiple cells. In many tissues, a
solitary primary tumour is the norm and this
may or may not recur or progress. In this circum-
stance the question of clonality concerns only
this single tumour and its direct descendents.
However, in some tissues the situation is more
complex and when the structure of the organ is
examined in detail widespread abnormal pathology
may be found. In such a tissuemulticentric tumours
are sometimes found. Could there be many cells
involved in the generation of a tumour or does each
tumour arise from a single initiated cell?
The appearance of multiple preneoplastic lesions

in a tissue has been described as a ‘field change’.
Figures 1.4 and 1.5 illustrate such a possible field
effect. These tissues show a gradation from benign

to malignant (as in Figure 1.2) but here the
‘progression’ is in space rather than time. This has
been particularly described in tissues such as the
bladder, colon, oesophagus, and oral mucosa
where there is a large epithelial surface available
for study and in which essentially all of the
cells have received similar exposure to environ-
mental agents. Here the question of clonality can be
addressed to each individual tumour that arises,
that is, tumour clonality, but of equal interest both
to biologist and clinician, is the relationship
between all the lesions in a single patient. This can
be referred to as the clonality of the disease. With
the advent of molecular genetic techniques there
has been an explosion of information concerning
the genetic relationship of such synchronous
lesions.

There are several possibilities based on the
clonality of each lesion and of the overall disease in
the patient:

(1) Each individual tumour consists of lineages
derived from multiple normal parent cells. Such

a
b

d

c

Figure 1.4 Section of the edge of a squamous cell carcinoma of skin, with normal skin (a) on the left and increasing dysplasia (b) and
(c) leading into the main mass of the tumour (d) below right. Stained with haematoxylin and eosin (�50).
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(a) (b)

(c) (d)

Figure 1.5 Detail of the areas marked in Figure 1.4 at higher magnification. (a) Normal skin (compare with Figure 1.1) showing
mesenchyme below covered by normal epithelium with basal cells, more differentiated superficial cells and on top, layers of keratin
formed from the superficial cells (�360), (b) Dysplastic skin. There is an increase in the number of basal cells, which are more irregular
than in the normal and there is a disturbance in the formation of keratin, which is clumped into an irregular dark mass in the surface
layer instead of the more regular sheets in (a), that is, differentiation is disturbed, (c) Cell overgrowth. The cells themselves are abnormal;
they vary in shape and size, the nuclei are much larger than normal and some are deeply stained. The usually distinct separation between
epithelium and stroma is not seen, suggesting that invasion may be taking place. The cells are still recognizable as skin cells. This would
be diagnosed as a moderately well-differentiated squamous carcinoma (�360). (d) The centre of the tumour is made up of a mass
of irregular spindle-shaped cells with no recognizable skin features. This would be diagnosed as an anaplastic (undifferentiated)
carcinoma (�360).

a tumour would be described as polyclonal.
A tumour derived from a few parent cells would
be termed oligoclonal.
(2) Each tumour has a single parental cell of origin
and multiple tumours in the same organ arise via
seeding or direct spread of cells. Each is therefore
a monoclonal tumour and this is monoclonal
disease.
(3) The disease is polyclonal, that is, more than
one initiated cell progresses to generate multiple
tumours each of which is derived from a single cell
(monoclonal).

There is in fact evidence for all three situations,
though the majority of human cancers are solitary
tumours of monoclonal origin and there is ongoing

debate over whether true polyclonal tumours do
exist (Garcia et al., 2000).
The methods most commonly used to assess

tumour clonality are X-chromosome inactivation
and loss of heterozygosity (LOH) analysis by
microsatellite typing. During the course of embry-
onic development in females, genes on one of the
X chromosomes are silenced by methylation of
cytosine residues in the promoter (Chapter 5). Such
methylation is heritably maintained and prevents
transcriptional activation within the promoter
region. This process is random and in any tissue,
50% of cells have methylation of each copy of X.
A monoclonal tumour will therefore have inactiva-
tion of any gene on only one of its X chromosomes
and this can be detected at the molecular level.
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Polymorphisms in X-linked genes have been used
to identify individual parental alleles and when
assessed in combinationwith theuseofmethylation-
sensitive restriction endonucleases, which cut
only non-methylated DNA, assays for allele-
specific methylation can be developed. Several
X-chromosome loci have been used including
glycerophosphate kinase (PGK), hypoxanthine
phosphoribosyltransferase (HPRT), and the andro-
gen receptor gene (HUMARA) (Vogelstein et al.,
1987). Such analyses are restricted to female tissues
and to those women who are heterozygous at the
locus of choice, namely those that have distin-
guishable maternal and paternal alleles. While
there are some problems in interpretation of
X-inactivation assays for clonality, these assays have
the significant advantage that the feature studied is
not itself part of the neoplastic process.
Microsatellite typing uses the polymerase chain

reaction (PCR) reaction to amplify short DNA pro-
ducts containing simple sequence repeats that are
highly polymorphic in the human genome. Because
the repeat length varies, alleles inherited from each

parent are frequently distinguishable by size. In a
tumour with genomic deletion, for example, dele-
tion of one copy of a tumour suppressor gene, loss of
one allele (LOH, loss of heterozygosity) at nearby
microsatellite repeats is commonly found in the
tumour. Indeed this method has been widely used
to map the locations of novel tumour suppressor
genes.However, the use of this assay or any tumour-
specific molecular alteration to assess clonality per
se is somewhat restricted. For example, LOH ana-
lysis cannot detect true cellular polyclonality since
LOH in a mixed population is difficult to detect.

When tumour-specific genetic markers are used
for clonality analysis, it is predicted that in related
monoclonal tumours, markers associated with
changes that occurred early in tumour develop-
ment will show greatest concordance and those
that occur later in tumour development may show
divergence in related tumours that have undergone
clonal evolution. This latter observation can be
referred to as sub-clonal evolution. LOH analysis
has been used to assess the temporal sequence of
genetic events that has taken place during the
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Figure 1.6 Example of possible evolution of a metastatic tumour from a single initiated cell, over the course of many years. Changes
shown are common deletions that may be identified by LOH analysis and different mutations in TP53 (TP53 mut 1 and 2). 9q-, 11p-, etc. denote
deletions of the long (q) or short (p) arms of different chromosomes. Sub-clonal evolution within the population may lead to several distinct
but spatially related tumours that differ in some but not all genetic changes. A final event in one cell may allow a metastatic clone to evolve.
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evolution of a tumour from a series of temporally
or spatially related lesions. Examples of such
studies include the elucidation of neoplastic linea-
ges in Barrett oesophagus (Barrett et al., 1999) and
in synchronous and metachronous bladder cancer
(Takahashi et al., 1998). An example of the type of
lineage deduced from such studies is shown in
Figure 1.6.

Not only does information about the relation-
ships between such lesions give valuable biological
information about disease development but it also
provides information with potential clinical
application. For example, the presence of multiple
different tumour clones within an epithelium
may show a relationship to tumour recurrence rate
or time to recurrence and may indicate a need
for more vigilant monitoring. In the future, as tar-
geted therapies become available, knowledge of the
specific molecular characteristics of all tumours
present, may influence choice of therapy and
polyclonal tumours may be more difficult to target
in this way.

By the time a tumour is detectable clinically,
whether it has arisen from one or many cells, it has
been present for a long time and the cells have had
to go through a large number of cell divisions.
A tumour of about 0.5 cm in diameter, which is
just detectable, may contain over 500 million cells.
Within such a population, even if deemed mono-
clonal by X-inactivation and other genetic assays, it
is likely that at any point in time a large tumour
could contain many potential new sub-clones with
potential to evolve and some already forming size-
able sub-clones. Certainly, tumours show morpho-
logical differences in different regions and these can
be accompanied by changes in protein expression
detected by immunohistochemistry or other assays.

1.9 Tumour diagnosis

There are no absolute methods for diagnosing and
assessing the degree of malignancy of tumours.
Microscopic examination of tissue is still the
mainstay for routine use and the role of the
pathologist at the time of diagnosis is critical.
The pathologist has to decide whether the structure
of the cells in the tissue is sufficiently removed
from the normal to allow a diagnosis of neoplasia
and if so, whether the tumour is benign or malig-
nant, its probable cell of origin, its degree of dif-
ferentiation, and its extent of spread. For practical

purposes, the two techniques used are tumour
grading and tumour staging. Tumour grading
attempts to measure the degree of dedifferentiation
in tumours and is based on histological and cyto-
logical criteria (Figures 1.4 and 1.5). Histological
differentiation is concerned with alterations in the
structure of the tissue, that is, the relationship of
cells to each other and to their underlying stroma.
Cytological grading is based on the application of
similar criteria to the structure of the specific
tumour cells. Tumour staging assesses the extent of
spread of tumours. Ideally, a range of objective
molecular markers that can be added to this routine
morphological assessment is highly desirable. To
date such objective markers do not exist for all
applications. However, as discussed in Chapters 6
and 21 there has been great progress in recent years
in adding to the routine morphological assessment,
a variety of assays based on our accumulating
knowledge of the molecular biology of cancer.
Many such tests are still at the experimental stage
but some are in widespread application in the
pathology or cytogenetics laboratory. For example,
the differential diagnosis of many haematological
malignancies routinely uses specific antibody
panels for immunohistochemistry and/or the
detection of specific chromosomal translocations in
the genome. More details of these and other assays
are given in Chapters 6 and 21 and here we will
only discuss morphological assessment which is
applicable to all neoplasms.
Several papers have been written on tumour

diagnosis by international panels of tumour
pathologists. The following brief survey will
only give a guide. We have chosen some of the
examples, not because they are common, but
because they illustrate particular points more
clearly than the more common tumours.

1.9.1 Benign tumours

Benign tumours usually resemble their tissue of
origin but every tissue component need not be
involved and the cells may or may not be in their
normal relationship. Benign tumours arise in most
tissues, increase in size, but do not invade. They are
usually separated from the surrounding normal
tissue by a capsule of connective tissue. Cytologic-
ally, the specific tumour cells do not differ sub-
stantially from the structure of the normal organ
cells. Benign tumours of bone or cartilage may pro-
duce nodules of bone or cartilage indistinguishable
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from normal tissues. In epithelial tissues, groups of
cells may also form local benign tumours made up
of all tissue components. The covering or lining
tissues of skin, intestinal tract, bladder, etc. may
produce wart-like outgrowths containing all the
tissue components (a papilloma). The common
wart is a local outgrowth of all skin components. In
other situations only one constituent cell may give
rise to a benign tumour. The pituitary, for example,
is a small gland at the base of the brain which
produces many different hormones, each produced
by a different type of cell, arranged in solid cords.
Benign tumours of one of these cell types may then
produce an excess of one particular hormone.
Other benign tumours of the pituitary may contain
more than one cell type, or produce more than
one hormone, and some may be derived from
non-hormone-producing cells. The cells in all these
tumours are arranged in solid cords as in the nor-
mal gland. The benign tumours do not invade the
surrounding tissue but, if they increase in size, they
may press on and damage the remaining normal
cells or overlying nervous tissue or press on the
optic nerves which pass nearby and lead to blind-
ness. So, although these pituitary tumours them-
selves are benign, they may cause serious
disturbances by local pressure, or may continue to
produce excessive amounts of their normal prod-
uct, which may in itself cause severe symptoms.
Benign tumours of any other hormone-producing
gland such as the thyroid, adrenal, etc. may have
similar effects. Alternatively, benign tumours may
damage the remaining normal cells and cause a loss
of normal function.
Benign epithelial tumours arise in many organs.

There is a different pattern of tumour growth in
organswith a tubular structure. Both the kidney and
breast, for example, consist of tubular structures
with the epithelial tubules lined by several different
epithelial cell types and surrounded by connective
tissue. Benign tumours in these organs are made
up of tubules, usually with one, or less commonly
two, different epithelial cell types, together with a
variable amount of connective tissue.

1.9.2 Malignant tumours

Malignant tumours show two characteristic fea-
tures; cellular abnormalities (dyskaryosis), some-
times slight, and invasion of surrounding tissues.
When both features are present, diagnosis is easy.

The standard cellular criteria include a local
increase in cell number, loss of the normal regular
arrangement of cells, variation in cell shape and
size, increase in nuclear size and density of staining
(both of which often reflect an increase in DNA
content), an increase in mitotic activity (increased
cell division), and the presence of abnormal mitoses
and chromosomes. The diagnosis of carcinomas
(malignant epithelial tumours) in situ depends on
the recognition of these cellular changes in an area
of epithelium, usually on a surface such as the
cervix of the uterus, skin, or bladder, but it may
occur in other organs. The changes only involve the
epithelium and there is no invasion of underlying
tissues, that is, the neoplastic cells remain where
they began, in situ.

The only definite evidence of malignancy is
invasion of underlying tissues. In most cases this
is easily recognized as the tumour cells destroy
and replace the normal tissues. Malignant tumours
have no well-defined capsule and the tumour cells
grow in a much more disorganized form than is
found in benign tumours. The same criteria apply
to all malignant tumours, whatever their tissue of
origin. Sometimes, tumour cells may be found
invading blood or lymphatic vessels; they may
then be carried to other parts of the body in blood
or lymph and develop into secondary tumours
(metastases) in these distant sites. This type of
spread is characteristic of malignant tumours and is
the major problem in treatment since a tumour
that remains localized to its site of origin is more
easily removed surgically or destroyed by radi-
ation. The problem of metastasis is discussed in
Chapter 16.

1.10 Tumour nomenclature

Although the precise nomenclature (naming) of
tumours may seem to be an academic exercise, it is
of great practical importance in deciding on treat-
ment for each individual patient. Obviously, it is
important for each pathologist, surgeon, and
oncologist to use the same name for the same type
of tumour. Inevitably, there is still variation
between laboratories and even after many years of
effort by international organizations, there is still
some confusion about names. However, for most
tumour types, more or less agreed systems of
nomenclature are in general use. A more important
point is that knowledge of the type of tumour cell
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and the extent of spread are essential in planning
treatment. Some tumours are known to be sensitive
to particular drugs, hormones, or X-rays but others
are resistant. Knowing the extent of spreadwill help
to define the area for treatment by radiation or
surgeryorevenwhethersurgeryispossible.Forthese
reasons, the surgeon will usually remove a piece, or
the whole tumour if it is readily accessible, for
examination by a pathologist. The tissue removed,
(a biopsy), is preserved by a chemical fixative and
thin sections are prepared for examination under
the microscope.

Although the names given to tumours may at
first seem confusing, there is a simple logical basis to
tumour nomenclature. The terms tumour, growth,
or neoplasm can be used to describe a malignant
tumour. Tumours are described by a generic name
which specifies the general tissue of origin, that is,
mesenchyme, epithelium, or haemato-lymphoid,
and whether the tumour is benign or malignant.
This generic name is qualified by the specific tissue
of origin, for example, kidney, breast, and this too
may be qualified by further terms describing the
cell of origin (if identifiable) and the pattern of
growth. Some examples will make this clearer; a list
is given in Table 1.1.

1.10.1 Tumours of epithelium

Benign tumours
Benign tumours of epithelium are usually described
by their growth pattern and tissue of origin. Benign
tumours of skin may be papillary (a warty out-
growth or papilloma) or solid. A benign skin
tumour derived from squamous (flattened) epithe-
lium could be described as a squamous cell papil-
loma of skin. Benign tumours of glandular tissues
are called adenomas and may be solid or papillary,
for example, solid or papillary adenoma of thyroid.

Malignant tumours
The generic name for malignant tumours of epi-
thelium is carcinoma, for example, carcinoma of
skin. The common skin carcinomas may appear to
arise from the differentiated squamous cells or
from the less-differentiated basal cells, so that skin
carcinomas may be described as squamous cell
carcinomas or basal cell carcinomas. They may
grow as flat (sessile) plaques or as warty (papillary)
outgrowths. So a tumour may, for example, be
described as a papillary squamous cell carcinoma

of skin. Its grade and the extent of invasion may
also be given. The final pathologist’s report may
read ‘moderately well differentiated (Grade II)
squamous carcinoma of skin. The structure is
mainly papillary but there is invasion of the
underlying connective tissue; muscle is not
involved’. This report tells the surgeon and onco-
logist that the tumour is made up of squamous cells
which are known to be sensitive to X-irradiation
and that the extent of spread is limited, that is, it
could easily be removed by local surgery. The final
decision on treatment would then depend on the
exact position of the tumour and among other fac-
tors, whether surgery or irradiation would be easier
or leave less scarring.
Malignant tumours of glandular tissues are also

carcinomas but are sometimes described as ade-
nocarcinomas, for example, adenocarcinoma of
breast, implying that the tumour has a glandular
structure. As with the skin tumours, the cell type
can be described (e.g. columnar cell or cuboidal)
and if the cell of origin is known, this too can be
added (e.g. ductal cuboidal cell adenocarcinoma of
breast). The gross pattern of growth (sessile or
papillary) and extent of spread can also be defined.
Adenocarcinomas have a wider range of cellular
patterns than tumours of covering epithelium. The
cells may be arranged as large or small tubules or
solid cords (trabeculae) or masses and this pattern
will also be described. In some cases the tumour
grade can be assessed.
Most tumours retain some of the structural fea-

tures of the cells from which they have arisen and,
as we have seen, this allows the pathologist to make
a rough assessment of the degree of malignancy, by
the extent to which the tumours have departed
from the normal (grading); it also may allow the
source of a secondary tumour to be established.
However, there are still problems. Some tumours
may be so undifferentiated that they no longer
retain any structure which indicates the tissue of
origin. In others, some cells may differentiate in an
abnormal way. A common event is that tumour
cells from a glandular organ such as the breast,
which are normally columnar in structure, may
develop into squamous cells resembling those in
skin tumours. This process is known as metaplasia
and although confusing, does not as a rule influ-
ence the degree of malignancy. A final point is that
in many tumours, the structure is not homogeneous
and more than one cell type, growth pattern, or
grade of tumour may be present.
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Table 1.1 Nomenclature of common tumours

Tissue Cell type Benign tumour Malignant tumour

Epithelium

Skin Squamous epithelium Squamous cell papilloma Squamous carcinoma

Basal cell carcinoma

Melanocytes Melanocytic naevus Malignant melanoma

Upper aero-digestive tract

Nose, mouth, pharynx, larynx,

and oesophagus

Squamous epithelium Squamous cell papilloma Squamous carcinoma

Alimentary tract

Stomach, small and large bowel Columnar epithelium Adenoma Adenocarcinoma

Lungs Respiratory epithelium Squamous carcinoma

Adenocarcinoma

Small cell carcinoma

Undifferentiated carcinoma

Urinary system

Ureters and bladder Urothelium (transitional epithelium) Transitional cell papilloma Transitional cell carcinoma

Solid epithelial organs

Liver, pancreas, kidney,

prostate, etc. Specific epithelium Adenoma Adenocarcinoma

Gonads

Ovary Surface epithelium Serous cystadenoma Serous cystadenocarcinoma

Mucinous cystadenoma Mucinous cystadenocarcinoma

Ovary Germ cells Teratoma Dysgerminoma

Yolk sac tumour

Embryonal carcinoma

Choriocarcinoma

Testis Germ cells Seminoma

Teratoma

Yolk sac tumour

Choriocarcinoma

Mesenchyme

Fibrous tissue Fibroblasts Fibroma Fibrosarcoma

Fat Adipocytes Lipoma Liposarcoma

Bone Osteocytes Osteoma Osteosarcoma

Cartilage Chondrocytes Chondroma Chondrosarcoma

Smooth muscle Smooth muscle cells Leiomyoma Leiomyosarcoma

Striated muscle Striated muscle cells Rhadbomyoma Rhabdomyosarcoma

Blood vessels Endothelial cells Haemangioma Angiosarcoma

Peripheral nerve Schwann cells Schwannoma

Neurofibroma

Malignant peripheral

nerve sheath tumour

Haemato-lymphoid

Haemopoietic system Red cells, leukocytes, and platelets Acute myeloid leukaemia

Chronic myeloid leukaemia

Myeloproliferative disorders

Immune system Lymphoid cells Acute lymphoblastic leukaemia

Chronic lymphocytic leukaemia

Non-Hodgkin lymphoma

Hodgkin lymphoma

Multiple myeloma

Central Nervous System

Glial cells Astrocytes and oligodendrocytes Glioma—Astrocytoma and

oligodendroglioma

Meninges Meningothelial cells Meningioma Anaplastic (malignant) meningioma

Embryonal Neurones Medulloblastoma and primitive

neuroectodermal tumour
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1.10.2 Tumours of mesenchyme

Benign tumours
Benign tumours of mesenchyme are described
by the cellular tissue from which they arise (see
Table 1.1). Benign tumours of fibrous tissue are
fibromas, benign tumours of bone may be descri-
bed as osteomas and benign tumours of blood
vessels as angiomas.

Malignant tumours
The generic name for malignant tumours of
mesenchyme is sarcoma and as with carcinomas,
this is qualified by the cell of origin and growth
patterns. Thus a malignant tumour of bone cells is
called a bone sarcoma or osteosarcoma but this can
be qualified to describe behaviour. A tumour made
of cells forming bone could be described as an
osteogenic sarcoma and one with bone-destroying
cells described as an osteolytic sarcoma. Tumours
derived from blood vessels are angiosarcomas, and
so on. The extent of spread of sarcomas can also be
defined and in principle sarcomas may also be
graded in the same way as carcinomas, depending
on the degree of dedifferentiation. In practice,
however, this is rarely done since most of the sar-
comas are very rapidly growing and require
aggressive treatment.

1.10.3 Tumours of the haemato-lymphoid
system

This is a complicated field encompassing a huge
variety of malignant tumours with a wide range of
biological and clinical diversity (Chapter 18).
Broadly speaking, these tumours may be sub-
divided into those that arise from stem cells that
produce blood cells (haematopoietic stem cells)
which involve the peripheral blood and bone
marrow and are termed leukaemia, and those that
arise from cells of the immune system which form
solid tumours of lymph nodes and extranodal
lymphatic tissue which are termed lymphoma.

The leukaemias may show myeloid or lymphoid
differentiation which is determined by their cellu-
lar morphology, cytochemical characteristics, and
phenotype. They may also be subdivided into acute
and chronic forms; the acute leukaemias show little
evidence of differentiation to mature haemopoietic
cells such as neutrophils, red cells and platelets
or lymphocytes. The chronic leukaemias show
variable degrees of terminal differentiation but

always contain large numbers of mature blood
cells. The leukaemias are characterized by circu-
lating malignant cells in the peripheral blood and to
a variable extent evidence of bone marrow failure
in the form of an absence of normal blood compon-
ents. Rarely, leukaemias may form solid tumour
deposits or infiltrate and compromise the function
of visceral organs such as the liver.
The lymphomas are traditionally subdivided into

Hodgkin’s and non-Hodgkin’s types. Although
both arise from cells of the lymphoid system, there
are profound biological and clinical differences
between them. Hodgkin’s lymphoma is a disease of
germinal centre B lymphocytes which only affects
lymph nodes and the thymus and typically pre-
sents in young adults with enlarged lymph nodes.
The non-Hodgkin’s lymphomas may be of T or B
lymphoid lineage, affect a wide age range (but are
much commoner in older people) and may begin in
lymph nodes or extranodal sites such as the stom-
ach, thyroid, or salivary glands. There are a large
number of distinctive disease entities included
under the term non-Hodgkin’s lymphoma which
range from indolent but incurable diseases to those
that are rapidly progressive but potentially curable
in some patients. Some non-Hodgkin’s lymphomas
may have a leukaemic phase with circulating
lymphoma cells in the peripheral blood and thus,
within tumours of the lymphoid system, the dis-
tinction between lymphoma and leukaemia is not
absolutely clear-cut.

1.10.4 Tumours of the nervous system

Tumours of the nervous system may arise in peri-
pheral nerves, the autonomic nervous system, or
the central nervous system (CNS).
Tumours of peripheral nerves are most com-

monly benign and comprise two broad categories,
schwannomas and neurofibromas. Schwannomas
are encapsulated tumours which arise from the
perineurium of the nerve and are composed of
masses of proliferating Schwann cells. Neuro-
fibromas may be solitary or multiple andmay affect
the skin or visceral organs. They are derived from
the endoneurium and although clonal, contain a
variety of components including Schwann cells and
small nerve fibres. The syndrome of type 1 neuro-
fibromatosis is associatedwithmutations of theNF1
gene located at 17q11.2. The syndrome includes
the occurrence of multiple neurofibromas and
abnormal patches of skin and iris pigmentation.
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There is a risk of malignant transformation in the
neurofibromas of NF1 patients estimated to be a 2%
lifetime risk. Malignant tumours of peripheral
nerve sheath are, in general, high-grade soft tissue
sarcomas with high metastatic potential and a poor
survival.
Tumours of the autonomic nervous system

include neoplasms of adrenaline and noradrenaline
secreting structures, the paraganglia. Tumours of
the adrenal medulla are termed phaeochromo-
cytomas and tumours occurring outside the adrenal
are termed extra-adrenal paragangliomas. They
are histologically identical. Approximately 10% are
malignant and metastasise. Neuroblastomas are
tumours of primitive neuroectodermal origin
which are destined to develop into catecholamine-
secreting paraganglionic cells. Neuroblastomas
most frequently arise in the adrenal medulla of
children under five. Extra-adrenal, paraganglionic
sites occur in approximately 10% of cases. They are
composed of primitive ‘round blue cells’ and are
highly malignant.
Tumours of the CNS may be derived from

embryonic neuronal stem cells or supporting cells
of the CNS termed glial cells. Tumours of embry-
onic neuronal stem cells form highly malignant
undifferentiated tumours such as retinoblastoma,
medulloblastoma, and primitive neuroectodermal
tumour. These occur predominantly in childhood
and spread via the cerebrospinal fluid and by direct
invasion of the brain. Tumours of glial cells are
termed gliomas. They may arise from astrocytic
cells and form astrocytomas, oligodendroglial cells
to form oligodendrogliomas and from cells lining
the ventricular system, ependymal cells to form
ependymomas. Gliomas are tumours of adult life
and rarely occur in children. They are all malignant
and their degree of malignancy ranges from slow-
growing indolent tumours to rapidly growing
destructive tumours, termed glioblastoma multi-
forme, whose median survival is less than six
months. Gliomas invade the substance of the brain
but do not metastasise outside the CNS.
Tumours of the covering of the brain, the men-

inges, are termed meningiomas. The majority of
these are benign and come to clinical attention
because of pressure effects on the CNS.

1.10.5 Germ cell tumours

A variety of tumours arise from germ cells in both
males and females. The majority occur within the

ovary and testis but extragonadal locations are also
seen along the course of germ cell migration during
foetal development.

Germ cell tumours that resemble primitive germ
cells and show no differentiation towards other
structures are termed seminoma in the testis and
dysgerminoma in the ovary. These are both
malignant tumours but have a high cure rate
because of their sensitivity to radio- and chemo-
therapy.

Germ cell tumours that differentiate towards
ectoderm, endoderm, and mesenchyme are called
teratomas. These may contain fully mature or
undifferentiated elements. In the ovary, differ-
entiated teratomas are usually cystic and are
termed mature cystic teratoma or dermoid cyst;
they are benign. Ovarian teratomas containing
immature or undifferentiated elements have
malignant potential.

All testicular teratomas are regarded as malig-
nant with a spectrum of malignant behaviour
dependent on the presence of undifferentiated
elements. Some teratomas will show evidence of
extra-embryonic differentiation and form struc-
tures resembling foetal yolk sac or trophoblast of
the developing placenta. Extra-embryonic differ-
entiation in teratomas is associated with secretion
of proteins which may be detected in the serum of
patients and prove useful as tumour markers in
following the course of the disease. Alpha-
fetoprotein is secreted by yolk sac tumours and
the beta subunit of human chorionic gonado-
trophin by tumours showing trophoblastic differ-
entiation.

1.10.6 Tumours showing divergent
differentiation

Rarely, tumours may show divergent differenti-
ation and contain both epithelial and mesenchymal
elements which are clonally related. In these
tumours both elements may be benign such as the
ovarian adenofibroma, one element may be malig-
nant, for example, the endometrial adenosarcoma
where the epithelial component is benign and the
mesenchymal component malignant or both may
be malignant as in the carcinosarcoma. The
mesenchymal component in these mixed tumours
may show a variety of differentiation patterns
and form muscle, cartilage, bone, and fat, or a
mixture.
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1.10.7 Tumour staging and the spread of
tumours (metastasis)

Tumour metastasis is the major practical problem
and a common cause of death in clinical cancer.
Tumours invade the surrounding tissues and may
grow out of the organ in which they arise and
involve surrounding tissues (Figure 1.2). During
this local invasion, tumour cells may penetrate the
lymphatics and be carried to the regional lymph
nodes where they are arrested. Some are destroyed
but others may grow and produce new tumours. If
tumour cells get into blood vessels, they may be
carried to any organ in the body. Again, many are
destroyed but others grow into secondary tumours.
There are many unexplained problems. Carcino-
mas often involve lymph nodes but sarcomas rarely
do. Some tumours give rise to secondary deposits
more frequently in particular organs than in others.
Metastases in the lungs, liver, and bones are com-
mon but other organs, like muscle and spleen are
rarely the site of tumour deposits. The relative
importance of the seed (the tumour cells) and the
soil (the destination organs involved) are discussed
in more detail in Chapter 16.

Tumour staging is used to give an assessment of
the extent of spread of tumours. One of the more
commonly used systems is that established by the
International Union Against Cancer. This TNM
system is based on an assessment of the primary
tumour (T), the regional lymph nodes (N), and
the presence or absence of metastases (M). Each
of these categories is qualified by a number which
indicates the precise extent of involvement
according to clearly defined criteria. An additional
code, R, has now been suggested to reflect
the amount of residual tumour after treatment
(Wittekind et al., 2002).

1.11 How tumours present: some
effects of tumours on the body

Tumours are usually diagnosed when they pro-
duce some effects. Tumours of the skin or of organs
which can be easily examined such as breast, often
present as a noticeable lump. Many cells in
tumours die and these dead cells release enzymes
which damage the overlying tissues so that a non-
healing ulcer may form. Blood vessels at the base
of the ulcer are damaged so that bleeding occurs.
In the bowel or the urinary system, blood may be
present in the stools, or in the urine, so that

bleeding is a common presenting symptom in these
organs. Many of the effects produced by tumours
are due to the position of the tumour which may
press on or destroy surrounding tissues or affect
nerves and cause pain. Tumours in the bowel, for
example, may cause obstruction either because the
tumour mass grows into the cavity of the bowel, or
by growing into the wall and destroying the muscle
which normally moves the contents down the
intestine. Tumours of the brain may present with
headache caused by increased pressure inside the
skull; tumours involving the bile ducts leading
from the liver may cause jaundice and so on. The
physical effects obviously depend on the exact site
of the tumour. Some tumours, particularly those
which arise from hormone-producing organs, may
cause effects either by producing an excess of the
hormones which the normal organ produces or
they may cause a hormone deficiency by damaging
the remaining normal gland cells. Less commonly
they may produce abnormal hormones or hor-
mones may be produced in tumours of organs
which do not normally produce these substances
(ectopic expression), for example, some lung
tumours may produce hormones normally pro-
duced by the pituitary gland. Anaemia due to
bleeding from the tumour or due to some toxic
effects on the bone marrow is a not uncommon
presenting symptom. As well as these effects, many
tumours may cause general wasting and loss of
appetite (tumour cachexia), sometimes even
though the primary tumour is still fairly small. The
cause is unknown but it may be due to some toxic
product of the tumour, possibly a growth factor.

1.12 How does cancer kill?

As we have seen, many cancers develop in older
people and a substantial number of patients do not
die as a consequence of the disease but of some
unrelated condition such as heart disease or incid-
ental infections. Tumour-related events may cause
death directly or indirectly depending on the site of
the tumour and the extent of spread. A common
cause of death is involvement of vital organs,
either by direct local invasion or from distant
metastases, for example, in the brain, lung, or liver.
Rarely, death may be due to haemorrhage. More
often, anaemia and unexplained wasting may
lead to decreased resistance to infection so that
terminal bronchopneumonia or infection of the
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urinary tract (pyelonephritis) is common. In many
cases it is not possible to establish the immediate
cause of death.

1.13 Treatment of cancer

The aim of an ideal cancer treatment is the removal
or destruction of all cancer cells and ideally of areas
already predisposed to tumour development. Cur-
rently, treatment can involve a large repertoire of
techniques ranging from those that have been
standard treatments for the past several decades
(surgery, radiation, chemotherapy) through to
novel treatments involving biological agents,
immunotherapy, and new highly specific small
molecules. This range of therapies is discussed in
Chapters 23–28.What is clear at the beginning of the
twenty-first century is that laboratory science and
hospital medicine are now very closely entwined in
the effort to develop new agents to treat cancer.
However, we are only at a relatively early stage

in the application of these more novel approaches.
In many cases, treatment may not be possible
because the tumour has involved vital organs or
has spread throughout the body. Although theor-
etically unsatisfactory since tumour spread may
take place at a very early stage in the disease, local
surgical removal of the primary tumour remains a
very effective method of treatment in many cases.
The scalpel is still the surgeon’s best weapon but
attempts to improve on this are being developed
using laser-induced energy, or cryosurgery using
liquid nitrogen probes, to coagulate tumour cells
in situ. One experimental technique is to give
photosensitizing drugs that may be concentrated
in the tumour and activated by the local application
of laser energy of the appropriate wavelength.
Radiation therapy is another widely used method
for destroying tumour cells but there are often
problems in applying a high dose to kill tumour
cells without destroying the surrounding normal
tissues. Some tumour cells are also resistant
to radiation-induced damage. Currently, new
approaches are successfully combining radiation
with other agents including radiosensitizers
(Chapter 25). Chemotherapy remains a mainstay of
treatment for disseminated cancer (Chapter 24).
Some long-standing single- or multiple-agent
treatment regimes are still used but there has
been much recent progress in the optimization of
use of ‘old’ agents and the introduction of many

new agents, including small molecules that target
specific gene products or the vasculature in the
tumour. Other novel agents include biological
molecules such as antibodies (Chapter 26) and
biological response modifiers such as cytokines
(Chapter 14). Similarly, great progress in our ability
to harness the host’s immune system is reflected
in many new approaches to immunotherapy
(Chapter 27).

Not only are new approaches using cancer-
specific markers as targets for drug design, but
knowledge about the molecular changes in the
cancer cell also provides information that can be
used in the development of various forms of gene
therapy (Chapter 28). Many approaches are being
tested, ranging from attempts at direct replacement
of defective gene function (tumour suppressor
genes, e.g. p53, Rb) to a plethora of approaches for
the design of vectors for delivery of prodrugs or
other therapeutic molecules and tumour targeting
of both vectors and expression of the therapeutic
genes they contain.

Two major problems for these various forms of
therapy are delivery of the therapeutic agents to
disseminated tumour cells and specificity, that is,
restricting toxic effects of the agent to tumour cells
only, without damage to normal tissues. The
identity of absolute tumour-specific markers would
allow an approach to this and should allow the
development of specific antitumour antibodies.
Some relatively tumour-specific molecules have
indeed been identified in the past few years and
studies are in progress to develop therapies based
on them. Even if absolute markers are not available
for all tumours, it may still be possible to use
antibodies against normal tissues if the tissue-
specific determinants are only exposed where tis-
sue architecture is disturbed in tumours. Molecular
biological research is currently fuelling huge efforts
in these fields.

1.14 Cancer prevention and screening

Since at least one in four people will develop cancer
at some time in their lives, prevention seems an
obvious approach. However, 70% of all cancers
develop in people over 60 years old and even the
prevention of all cancers would not have a sub-
stantial effect on the total lifespan. The rationale for
prevention and effective treatment is to improve
the quality of life.
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Prevention is based mainly on the avoidance of
cancer-producing agents. Since lung cancer alone is
responsible for about a quarter of all cancer deaths
the avoidance of smoking and other tobacco pro-
ducts would make a more dramatic reduction in
cancer than almost any other measure known at
present. The reduction of other environmental
hazards and the effects of diet would play a lesser
role and the identity of dietary factors is still not
clear. Research in these areas is discussed in
Chapter 2.

Common sense also suggests that early treat-
ment should lead to a better end result and for
this reason massive (and expensive) screening
programmes have been set up to try to identify
tumours before they produce symptoms. Screening
for the presence of cancer has been carried out for
cancers of the uterine cervix, breast, colon, ovary,
prostate, and in areas of high incidence, stomach
( Japan and China) and liver (Southern Africa).
Ideally, screening should help to reduce mortality
and morbidity from cancer and for some cancers
screening is believed to be beneficial (e.g. breast
and cervix). However, benefits are not clear in all
cases. For example, some claim that screening may
detect small tumours that would never cause any
symptoms of disease. Cancers can be found in the
prostate in at least 30–40% of men dying of unre-
lated disease. Since 30–40% of men do not die from
prostate cancer it is believed that most of these
tumours would not have killed their host. Similar
latent tumours can be found in many other organs
although not at such high frequency. These and
other issues related to screening are discussed in
Chapter 29.

1.15 Experimental methods in
cancer research

Much of our knowledge of the development and
growth of tumours has come from the study of
cancers in patients by clinicians and pathologists.
Although much is still to be gained from the
application of current technology to direct studies
of human cancer in the patient or in the setting of a
pathology laboratory, such studies are largely
observational and extensive experimental manip-
ulation in man is not possible. Thus, the develop-
ment of techniques that allow experimental
manipulation of cells and tumours and increase
the scope for identification of the molecules they
contain has been pivotal. A wide range of methods

and approaches is now available. This is both
exciting and quite daunting. A detailed discussion
of what is available now would encompass aspects
of a broad range of disciplines including the clinical
sciences, biology, physics, and chemistry and is
beyond the scope of this book. Many approaches
are referred to and discussed in some detail in
subsequent chapters and the reader is referred to
the excellent series of practical guides to methods
entitled Current Protocols (Current Protocols in
Molecular Biology, etc. published by John Wiley and
Sons) for guidance on choice of methods and
experimental protocols.
The unanswered questions in cancer research

today demand a wide range of skills from the
biologist and clinical scientist. For example, exam-
ination of tumour samples using expression
microarrays, which in itself may present both
laboratory and bioinformatic challenges, may lead
rapidly to the examination of a range of ‘candidate
genes’ that requires isolation of gene sequences,
expression analyses, raising of antibodies, cell cul-
ture, modulation of gene expression both in cul-
tured cells and in model organisms and almost
inevitably to complete the circle, direct studies of
the genes in human cancers. Though it is unlikely
that all of these activities will be carried out by an
individual researcher, they are commonly under-
taken by a single research team and their close
collaborators. This requirement for such diverse
approaches highlights an important point—that
collaboration and communication may be the
most important skills or tools for cancer research in
the future.

1.16 Conclusions

Cancer is a complex disease and it is apparent from
this brief overview that although many of the
underlying molecular processes are now yielding
their secrets to modern technologies, there are still
unanswered questions for the future. The suc-
ceeding chapters describe our current state of
knowledge in more detail and identify more pre-
cisely where some of these key questions lie.
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2.1 Epidemiology of cancer

2.1.1 Burden of cancer

In the year 2000, cancer was diagnosed in 10 million
people worldwide and caused 6.2 million deaths,
an increase of about 22% since 1990 (Ferlay et al.
2001). Cancer causes 10% of all deaths worldwide
and is second only to cardiovascular disease as
the main cause of death in developed countries.
Although cancer is usually regarded as a problem
of the developed world, about two-thirds of all
cancer occurs in the three-quarters of the world’s
population who live in developing countries.
Worldwide, there are about 22 million people
living with cancer at any one time. Further, the
number of cases of cancer worldwide is predicted
to increase by 5 million to 15 million new cases each
year by 2020 (World Health Organization, 2003).
This is largely due to the increasing longevity of
many populations, to medical advances in the
treatment of other non-communicable diseases,
and also to current trends in the prevalence of
smoking and unhealthy lifestyles leading to

an increase in the incidence of certain forms of
cancer.

2.1.2 Descriptive epidemiology of the
most common cancers

Figure 2.1 shows the numbers of cancers diagnosed
and the number of deaths from cancer for the most
common cancer sites worldwide. Lung cancer is the
most common type of cancer, whether considered
in terms of number of cases (1.2 m) or deaths
(1.1 m), and accounts for approximately 12% of all
cancers diagnosed (17% of all cancers in men and
7% in women). Breast cancer is the second-most
common cancer diagnosed worldwide, with just
over 1 million incident cases per year, and accounts
for 10% of all cancers. Among women, breast can-
cer accounts for 28% of all cancers diagnosed each
year, although it contributes to a lower proportion
of cancer deaths (14% in women; 6% overall), due
to a relatively favourable prognosis. Cancers of
the colorectum (large bowel), stomach, liver, and
prostate are also very common worldwide and
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each have over 500,000 new cases diagnosed each
year; cancers of the cervix, oesophagus, bladder,
and non-Hodgkin lymphoma (NHL) each have
over 200,000 new cases diagnosed each year
worldwide. Figure 2.2 shows the incidence rates of
the most common cancers in men and women
separately. Cancers of the lung, stomach, liver,
oesophagus, and bladder are more common in men
than in women, which largely reflect differences in
exposure to the main risk factors rather than dif-
ferences in susceptibility to the disease.

Geographical variation in cancer rates
A comparison of age-standardized incidence rates
between populations shows that most types of
cancer are much more common in some countries
than in others. Figures 2.3(a) and (b) show the
incidence rates for the 10 most common cancers in
countries classified as ‘more developed’ (i.e. North
America, Europe, Australasia) and ‘less developed’
(i.e. Africa, India, Asia, SouthAmerica), formen and
women separately. For men (Figure 2.3(a)), the rates
of cancers of the prostate, colorectum, and bladder

are four-to sixfold higher, while rates of cancers of
the liver and oesophagus are twofold lower in more
developed countries than in less developed coun-
tries. For women (Figure 2.3(b)), rates of cancers of
the breast, colorectum, ovary, and non-Hodgkin’s
lymphoma are two-to threefold higher, while rates
of cancers of the liver, oesophagus, and cervix are
two- to fourfold lower in more developed countries
than in less developed countries. Overall, the age-
standardized incidence rate of all cancers (exclud-
ing non-melanoma skin cancer) is about 2.5 times
higher in more developed countries, although there
are more people diagnosed with cancer in devel-
oping countries because most of the world’s popu-
lation lives in these areas. The disparities in the
distribution of cancer rates between developed and
developing countries suggest that certain cancers
(i.e. those of the lung, colorectum, breast, and pro-
state) are caused by factors that relate to West-
ernization (suchasearlier onset of smoking,Western
diet, and/or sedentary lifestyle). However, with
increasing Westernization of societies in many less
developed countries, the cancer burden in these
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Figure 2.1 Numbers of worldwide cancer cases
and deaths each year for the ten most common
cancer sites.

Source: Ferlay et al. (2001).
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areas is set to increase, making cancer an important
global public health problem.

Temporal variation in cancer rates
Within populations, a comparison of age-
standardized incidence and mortality rates over
time shows that the rates of many common cancers
have changed over the last 50 years. This further
supports the conclusion that most cancers are
caused by environmental factors (here defined as
behavioural, reproductive, and lifestyle factors)
and are therefore, at least in principle, preventable.

Figure 2.4 shows the age-standardized incidence
rates of breast cancer in selected populations
between 1975 and 1990. The rates vary by more
than threefold, being lowest in Asia and South
America and highest in North America. Incidence
rates have increased throughout the world over
the last 30 years, by over 1% per year in high-
incidence countries such as North America and
Europe and by over 5% per year in former low-
incidence countries, such as Japan and Singapore.
These increases may be partly due to more
complete cancer registration or increased detection,
but the large increases reported in the former

low-risk countries are mostly due to a real increase
in incidence rates.
In contrast, although stomach cancer is still the

fourth most common cancer worldwide, both
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Figure 2.3 (a) Incidence rates for the 10 most
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cancers in women in more and less developed countries.
Rates are age-standardized to the world population.

Source: Ferlay et al. (2001).
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incidence and mortality rates have been declining
steadily over the last 50 years in former high-
incidenceand low-incidence countries. Forexample,
in Japan stomach cancer mortality rates have
declined by more than half since the 1950s, with an
average reduction of 1% per year, although they
are still among the highest in the world. Stomach
cancer mortality rates have also declined in other

formerly high-incidence countries, such as in
Northern and Eastern Europe, as well as in low-
incidence countries such as the United States
(Figure 2.5) (World Health Organization, 2001).
The reasons for these large reductions in mortality
rates are not fully understood, but are thought to be
related to changes in dietary patterns and methods
of preserving foods (see section on dietary-related
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factors), together with a reduction in the prevalence
of infection with Helicobacter pylori (see section on
infections).

Migrant studies
A comparison of age-standardized incidence rates
in populations who migrate from a country of low
cancer incidence to one with a high incidence (or
vice versa) is another way of assessing whether the
changes in exposure to environmental factors that
accompany cultural assimilation have an impact on
cancer rates. For breast cancer, Japanese women in
Japan have a rate that is a quarter of that of US
whites, whereas Japanese women who have
migrated to the United States now have rates sim-
ilar to those of US whites. These dramatic effects of
migration show that environmental factors are
major determinants of breast cancer risk and that
the differences in breast cancer rates between Japan
and the United States cannot simply be attributable
to differences in genetic susceptibility. Indeed, for
most cancers, the pattern of disease amongmigrants
comes to resemble that of their host country after a
few generations presumably as they adopt the local
lifestyle. As can be seen in Figure 2.6, incidence
rates of colon cancer in African-, Chinese-, and
Japanese-American men are much higher than
among those who live in their country of origin
(Parkin et al. 1997). Indeed, rates of colon cancer
among these migrants are now higher than the
rates seen among white American men, indicating
that lifestyle changes, such as adoption of a
Western-type diet, have a strong effect on the
development of colon cancer.

2.2 Risk factors for cancer

The large differences in the pattern of cancer
incidence between different populations and over
time suggest that cancer might be largely avoided
if the environmental and/or behavioural factors
responsible for thewide variation in the rates of site-
specific cancers could be identified and modified.

Table 2.1 summarizes the main risk factors for
major cancer sites. The contribution to total cancer
incidence and mortality gives an indication of the
relative importance of each cancer, and the male to
female mortality ratio gives an indication of the
importance of sex-specific risk factors. Major risk
factors for each cancer (i.e. that account for 25% or
more of the total number of cases of that particular
cancer) have been listed separately from other,

more minor risk factors, to reflect their relative
importance to the total cancer burden of that cancer
site. What is clear from this summary is that
although the major and specific causes of some
cancers are known, most notably smoking for lung
cancer, reproductive factors for breast cancer, and
human papillomavirus infection for cervical cancer,
little is yet understood about the causes of other
common cancers, such as those of the colorectum
and prostate.

2.2.1 Tobacco

It is estimated that tobacco use causes about
4 million deaths each year, corresponding to about
a third of all deaths inmenaged35–69years inNorth
America and Europe and between 12 and 20% of all
deaths in the rest of the world (World Health
Organization, 2003). Tobacco causes a range of fatal
diseases, of which the most important are isch-
aemic heart disease, chronic obstructive lung
disease, and cerebrovascular disease. Tobacco
consumption is also the major preventable cause of
cancer. It is estimated that tobacco smoking
accounts for about a third of all cancers in Western
populations, including a large proportion of can-
cers of the lung, pancreas, bladder, kidney, larynx,
mouth, pharynx (except nasopharynx), and oeso-
phagus. Several other types of cancers, such as
stomach, liver, cervix, nasal cavities, and myeloid
leukaemia are also associated with smoking (World
Cancer Research Fund, 1997). Chewing betel quid
and tobacco is also an important risk factor for
cancer of the mouth and pharynx in some parts of
South-East Asia. Tobacco is therefore a direct and
avoidable cause of an enormous cancer burden.
Over 60 carcinogens have been identified in

cigarette smoke. The main compounds thought to
cause cancer in humans are the polycyclic aromatic
hydrocarbons and aromatic amines, although other
compounds including N-nitrosamines and heavy
metals may also be involved.
Smoking accounts for 80–90% of the 900,000

cases of lung cancer diagnosed in men and 55–80%
of the 330,000 cases diagnosed in women each year
worldwide. Because the disease takes a long time to
develop (i.e. it has a long latency period), rates of
lung cancer are a reflection of the patterns of
cigarette smoking that occurred several decades
before. Smoking among men in Europe and North
America became increasingly popular after the First
World War, and in the 1950s several case-control
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Table 2.1 The contribution to total cancer incidence and mortality, male to female mortality ratio, and environmental risk factors for major sites of cancer in the world, 2000a

Site of cancer (in
order of decreasing
proportion of all cancers)

Proportion of
all incident
cancersb(%)

Proportion of
all cancer
deathsb(%)

Male/female
mortality
ratio

Risk factors

Majorc established Otherc established Likely (probable)
but unproven

Lung 12.3 17.8 1.7 : 1 Smoking Radon Low intake of fruit and
Asbestos vegetables
Coal tar combustion products
Arsenic
Nickel refining
Chromates
Bischloromethyl ether
Air pollution (polycyclic
aromatic hydrocarbons)

Breast 10.4 6.0 0.006 : 1 Female sex Alcohol consumption Western-style diet
Reproductive/hormonal
factorsd

Ionizing radiation

Post-menopausal obesity
Colorectum 9.4 7.9 1.1 : 1 Obesity and low

physical activity (colon)
Aspirin (protective) Western-style diet

(especially low fibre intake,
S. japonicum high meat intake)

Stomach 8.7 10.4 1.7 : 1 H. pylori Smoking Low intake of fruit
High intake of salt-
preserved foods

and vegetables

Liver 5.6 8.8 2.3 : 1 Cirrhosis Liver flukes
Hepatitis B and C viruses Aflatoxin

Excessive intake of alcohol
Smoking
Vinyl chloride
Arsenic
Anabolic steroids

Prostate 5.4 3.3 — Black race Endogenous hormones
Western-style diet

Cervix 4.7 3.8 — Certain human High parity Genital hygiene
papillomavirus strains Smoking

Oesophagus 4.1 5.4 2.1 Smoking Oral contraceptives Vitamin deficiency
Alcohol
Obesity (adenocarcinoma)

Bladder 3.3 2.1 3 : 1 Smoking Aromatic amines
S. haematobium
(squamous cell carcinoma)

Cyclophosphamide
Chlornaphazine



Non-Hodgkin lymphoma 2.9 2.6 1.4 : 1 Immunosuppression EBV
HIV
HTLV–1

Oral cavity 2.7 2.1 1.7 : 1 Smoking Oral tobacco Certain HPV strains
Alcohol Betel quid chewing
Very hot drinks and reversed smoking

Leukaemia 2.6 3.1 1.3 : 1 Population mixing
(childhood leukaemia)
Smoking (myeloid leukaemia)
Ionizing radiation
Benzene
Certain anticancer drugs
HTLV

Pancreas 2.2 3.4 1 : 1 Smoking Diabetes
Obesity

Ovary 1.9 1.8 — Low parity
Oral contraceptives
(protective)

Kidney (including 1.9 1.5 1.7 : 1 Smoking Aromatic amines
renal pelvis) Obesity Phenacetin

Endometrium 1.9 0.7 — Low parity Early menarche and
Exogenous oestrogens late menopause
Combined oral
contraceptives (protective)

Tamoxifen

Obesity
Brain and other central
nervous system

1.8 2.1 1.3 : 1 Ionizing radiation

Skin (melanoma) 1.3 0.6 1 : 1 Sun or other ultraviolet light Xeroderma pigmentosa
Benign melanocytic naevi Immune impairment
White race

Skin (non-melanoma) Not accurately Not accurately 1.2 : 1 Sun or other ultraviolet light Ionizing radiation Tropical ulcers
knowne knowne White race Arsenic

HIV and immunosuppression
(Kaposi’s sarcoma)

Polycyclic aromatic
hydrocarbons
Xeroderma pigmentosa

Multiple myeloma 0.7 0.9 1.1 : 1 Black race
Hodgkin’s disease 0.6 0.4 1.7 : 1 EBV
Nasopharynx 0.6 0.6 2.4 EBV Chinese-style salted fish
Thyroid 0.5 <0.5 0.5 : 1 Ionizing radiation
Larynx 0.5 <0.5 3.7 : 1
Testis 0.5 <0.5 — White race Early puberty

Undescended testis

(Continued )



Table 2.1 (Continued )

Site of cancer (in
order of decreasing
proportion of all cancers)

Proportion of
all incident
cancersb(%)

Proportion of
all cancer
deathsb(%)

Male/female
mortality
ratio

Risk factors

Majorc established Otherc established Likely (probable)
but unproven

Gallbladder and bile ducts <0.5 <0.5 0.6 : 1 Obesity
Gallstones

Pleura and peritoneum <0.5 <0.5 5.6 : 1 Asbestos (some types)
Bone <0.5 <0.5 1.5 : 1 Ionizing radiation

Paget’s disease
Penis and other <0.5 <0.5 — Certain HPV strains
genital organs Circumcision (protective)

Anus <0.5 <0.5 0.8 : 1 Certain HPV strains
Vagina and vulva <0.5 <0.5 — Certain HPV strains Smoking

Diethylstilboestrol (in
utero exposure)

Lip <0.5 <0.5 0.8 : 1 Smoking (esp. pipe)
Sun or other ultraviolet light

Nasal cavities <0.5 <0.5 1.7 : 1 Nickel refining
Hardwood furniture
Leather manufacture
Isopropyl alcohol production
Formaldehyde
Smoking

Notes:
a Non-modifiable risk factors such as age and inherited susceptibility are common to all cancers (to a greater or lesser extent) and are therefore not included in this table.
b Excluding non-melanoma skin cancer.
c A ‘major’ risk factor is defined as a factor that may account for more than 25% of all cases of a particular cancer; ‘other’ risk factors account for less than 25% of all cases of a particular cancer.
d Reproductive factors include early age at menarche, late first birth, low parity, lack of breast-feeding, late menopause, hormone replacement therapy use, and oral contraceptive use, (see text for

details).
e The proportion of cancers due to non-melanoma skin cancer is known to be under-reported, but registered cases account for 15–20% of all cancers in Western countries.



studies conducted in the United Kingdom and the
United States suggested that smoking was the main
cause of lung cancer. On the basis of this, the first
large, modern prospective study on smoking and
lung cancer was initiated among British doctors.
The results of this study have shown that lung
cancer mortality rates in smokers of 1–14, 15–24,
and 25 or more cigarettes per day are 8-, 15-, and
25-fold higher respectively, than those of non-
smokers (Doll et al. 1994). The risk of lung cancer
increases rapidly among current smokers, being
highest in those who begin to smoke at an early age
and who continue to smoke throughout life.
Exposure to environmental tobacco smoke (passive
smoking) is also carcinogenic; non-smokers whose
spouses smoke cigarettes have an approximately
30% increased risk of developing lung cancer
compared with non-smoking spouses (US Envir-
onmental Protection Agency, 1992).

Stopping smoking has a rapid beneficial effect on
lung cancer risk and people who stop smoking even
well into middle age avoid most of their subsequent
risk of lung cancer. Indeed, people who stop
smoking before the age of 35 avoid more than 90%
of the risk attributable to tobacco smoking (Peto
et al. 2000). With the reduction in the prevalence of
smoking, at least in Western countries, lung cancer
mortality rates are beginning to fall. For example,
lung cancer mortality rates in British men fell by
40% between 1968 and 1997, while reductions in
the United States started 20 years later. However, on
a global scale, cigarette consumption and hence
lung cancer rates are increasing. For example, in
Eastern Europe and in some Asian countries, male

lung cancer mortality rates have doubled over the
last 30 years (Figure 2.7). Because of the rising pre-
valence of smoking in less developed countries, it
has been estimated that there may be up to 3million
smoking-related lung cancer deaths per year by
2025, compared with about 1 million annual deaths
that occurred in the mid-1990s (Peto et al. 1996).
However, if smoking rates could be halved, we
would avoid 20–30 million premature deaths from
all causes by the year 2025 and about 150 million
deaths by 2050 (World Health Organization, 2003).
Efforts to reduce tobacco consumption are therefore
of the utmost importance for preventing premature
death, not only from cancer but from other tobacco-
related diseases.

2.2.2 Infections

Collectively, infectious agents are the most
important established cause of cancer after tobacco.
Approximately 18% of cancers worldwide (about
1.6 million cases per year) are attributable to viral
(13%), bacterial (5%), and helminth (0.1%) infections
(World Health Organization, 2003), the majority of
which occur in the developing world. In theory, if
these infectious diseases were controlled, up to one
in four cancers in developing countries, and 1 in 10
cancers in developed countries could be prevented.

Human papillomaviruses
More cancer cases are attributable to human
papillomavirus (HPV) infection than to any other
transmissible agent. It is well established that this
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Figure 2.7 Lung cancer mortality rates in men in selected countries, 1968–97. Rates are age-standardized to the World population.

Source: World Health Organization, 2001.
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sexually transmitted virus is the major causative
agent for invasive cervical cancer. Epidemiological
studies have shown very large relative risks (of
the order of 50) in association with infection with
certain HPV subtypes. The most common HPV
subtypes identified are HPV16, 18, 31, 33, and 45,
although in some Asian countries the subtypes
HPV52 and 58 are more common. The same sub-
types also account for up to 80% of cancers of
the anus and approximately one-third of cancers
of the penis, vagina, and vulva. HPV infection
may also cause some cancers of the head and
neck (particularly cancers of the oral cavity) and
squamous cell carcinomas of the skin. It has been
suggested that HPV infection may also be related
to cancers of the bladder and prostate, although
the evidence remains scant.
In developed countries, cervical cancer-screening

programmes that rely on the detection, by exfoliat-
ive cervical cytology, of treatable pre-cancerous
lesions, are established and are effective at redu-
cing both the incidence and mortality of invasive
cervical cancer. However, in many developing
countries, screening procedures do not yet exist
and incidence and mortality rates are still very
high. Vaccination against the main HPV sub-types
at an early age holds the most promise to sub-
stantially reduce the incidence of this cancer and
preliminary results from trials have shown very
promising results.

Hepatitis viruses
Chronic infection with the hepatitis B virus is
responsible for causing up to 250,000 liver cancers
(specifically hepatocellular carcinoma) each year,
which corresponds to about 60% of all primary
liver cancers across the world. Approximately 10%
of the population in parts of sub-Saharan Africa,
China, and South-East Asia are infected with the
hepatitis B virus. Transmission can occur from a
mother to her child, from person to person during
childhood, and via sexual or parenteral transmis-
sion during adulthood. About two-thirds of these
people will develop chronic hepatitis, and a quarter
of these will eventually die from primary liver
cancer or cirrhosis, making liver cancer one of the
most common cancers in these areas.
Prospects for the prevention of hepatitis B virus

associated liver cancer are good. In developed
countries, screening of blood and organ donors has
reduced the spread of infection among adults. In
areas where infection is most prevalent, however,

the best hope for prevention lies with mass
vaccination against the hepatitis B virus. Although
it will be many years before an effect on the incid-
ence of liver cancer is demonstrated in adults, the
introduction of mass vaccination in Taiwan has
already been associated with a sharp decline in the
incidence of liver cancer in children.

The unrelated hepatitis C virus is also involved
in the aetiology of hepatocellular carcinoma and
may cause about 25% of all liver cancers, with
particularly high proportions in Africa (41%),
Japan (36%), and Oceania (33%). The prevalence of
hepatitis C virus infection is estimated to be about
1–1.5% in Europe and North America, about 3%
in Japan and Oceania (excluding Australia and
New Zealand), and up to 3.6% in Africa. Trans-
mission is commonly via the parenteral route,
although sexual and perinatal transmission can
also occur. However, almost half of all hepatitis
C infected individuals have no identifiable risk
factors. Although a vaccine is not currently avail-
able, screening programmes have greatly reduced
transmission of hepatitis C via blood transfusions.

Herpesviruses
Infection with the Epstein Barr virus is involved in
the aetiology of several types of lymphoma
(including Burkitt’s lymphoma, Hodgkin’s disease,
and immunosuppression-related lymphomas) and
nasopharyngeal carcinoma and may contribute up
to 100,000 cancers per year worldwide. The Epstein
Barr virus infects more than 90% of the world’s
population and is usually acquired during child-
hood. It is transmitted orally in saliva and estab-
lishes a latent infection with life-long persistence in
the infected host. The overgrowth of virally trans-
formed B cells is controlled by specific cytotoxic
T-cell responses, the absence of which (in allograft
recipients and others with impaired T-cell function)
can result in lymphoma.

Human herpesvirus-8 (HHV-8), or Kaposi’s
sarcoma-associated herpesvirus, is closely related
to the Epstein Barr Virus and is considered the
principal cause of Kaposi’s sarcoma. HHV-8 also
causes a rare type of lymphoma (primary effusion
lymphoma) and a lymphoproliferative B cell dis-
order (Castleman’s disease). HHV-8 is most pre-
valent in populations at highest risk of developing
Kaposi’s sarcoma, such as homosexual men infec-
ted with the human immunodeficiency virus in
Western countries and in African populations
where the tumour has long been endemic.
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Human T-Cell leukaemia virus-type 1
Human T-cell leukaemia virus type 1 (HTLV-1) is a
causal agent of adult T-cell leukaemia/lymphoma.
It is estimated that there are about 15–20 million
individuals infected with HTLV-1 worldwide,
predominantly in Japan, the Caribbean, South
America, and Central Africa. Adult T-cell leuk-
aemia/lymphoma develops in about 2–5% of
HTLV-1 infected individuals and is especially fre-
quent among those infected early in life. Perinatal
transmission has been greatly reduced in Japan by
avoidance of prolonged breast-feeding (i.e. more
than 6 months) and several countries have intro-
duced universal screening of blood donors. Passive
and active immunization is effective in animal
models but no preventive vaccine is yet available
for humans.

Human immunodeficiency virus
There is little evidence that the human immuno-
deficiency virus (HIV) has a direct oncogenic effect.
Instead, its immunosuppressive effect appears to
facilitate the development of Kaposi’s sarcoma,
non-Hodgkin lymphoma, squamous cell carcinoma
of the conjunctiva, and probably also Hodgkin’s
disease and leiomyosarcoma in children. In areas of
sub-Saharan Africa where HIV infection is highly
prevalent, the incidence of Kaposi’s sarcoma has
increased about 20-fold with the spread of HIV,
such that in Uganda and Zimbabwe it is now the
most common cancer in males and among the most
common in females.

The first cases of HIV disease were reported in
1981. The epidemic continues to escalate and an
estimated 38 million people are infected, the
majority in sub-Saharan Africa (World Health
Organization, 2003). Transmission is primarily
sexual, and from mother to child, but parenteral
transmission is also important. There is evidence
of a reduction in the increase in risk of both
Kaposi’s sarcoma and non-Hodgkin lymphoma
among those on anti-retroviral therapy for HIV.
However, in the developing world, where such
treatment is prohibitively expensive and therefore
not widely available, the incidence of HIV-
associated cancers is likely to increase with the
spread of theHIV epidemic. Screening programmes
have greatly reduced transmission of HIV via blood
banks and transfusions, but in the absence of an
effective vaccine, changes in sexual activity are
still the most important method of controlling the
epidemic.

Helicobacter pylori
About half of the world’s population is chronically
infected with the bacterium Helicobacter pylori.
This bacterium colonizes the stomach lining and,
although many people remain asymptomatic, some
go on to develop gastric or duodenal ulcers. In a
very small proportion of infected individuals,
gastric adenocarcinoma, and to a lesser extent,
gastric non-Hodgkin lymphoma may develop.
Although it is clear that H. pylori infection plays a
role in the development of stomach cancer, other
factors, such as diet, are also involved.
The prevalence of infection is highest in devel-

oping countries and increases rapidly during the
first two decades of life, such that 80–90% of the
population may be infected by early adulthood; in
most developed countries, the prevalence of infec-
tion is now substantially lower. Rates of infection
with H. pylori have fallen over the last few decades,
and this could explain much of the parallel decline
in stomach cancer rates seen in most countries. This
may be due to improvements in living conditions
and trends towards a smaller family size, both of
which are risk factors for H. pylori infection.
Although antibiotics are effective in eradicating
H. pylori in about 80% of cases, this has proved
to be difficult to implement on a large scale and
re-infection is common.

Helminths
Infestation with the water-borne trematode,
Schistosoma haematobium, which causes schisto-
somiasis (bilharzia), is associated with an increased
risk of squamous cell carcinoma of the bladder, and
is the predominant cause of this cancer in tropical
and sub-tropical areas. Schistosomiasis affects
approximately 200 million people worldwide and
is endemic in Northern Africa and the Middle East;
in these areas, over half of the population is at risk
of infection from contaminated water supplies
(lakes, rivers, swamps) that contain the larvae.
There is also some evidence that Schistosoma
japonicum and to a lesser extent, Schistosoma mansoni
is related to the development of cancers of the liver
and colorectum in China. Although treatable, pre-
ventative measures focusing on reducing contact
with contaminated water supplies are currently the
best method of reducing infection.
Food-borne trematodes (liver flukes), such as

Opisthorchis viverrini, Opisthorchis felineus and
Clonorchis sinensis are an established cause of cancer
of the bile ducts (cholangiocarcinoma) in parts of
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South-East Asia, due to consumption of raw or
undercooked freshwater fish that contain the
infective stage of the fluke. Control of infection has
been achieved in some areas by a combination of
chemotherapy, health education, and improved
sanitation. However, eradication programmes
have, as yet, had little effect on the incidence of
cholangiocarcinoma in these areas and a vaccine is
not yet available.

2.2.3 Dietary-related factors

The possible role of diet in the aetiology of cancer
was highlighted in the 1970s, when it was noted
that Western countries that have diets high in
animal products, fat, and sugar, have high rates of
cancers of the colorectum, breast, and prostate. In
contrast, developing countries with diets that are
typically based on one or two starchy staple foods,
with low intakes of animal products, fat, and sugar
have low rates of these cancers. These observations
suggested that the diets of different populations
might partly explain their different cancer rates.
Since then, dietary factors have been the subject of
much epidemiological research and there is a con-
sensus that dietary changes could have a major
impact on some of the most common cancers,
including cancers of the colorectum and stomach
and possibly cancers of the breast, prostate, and
lung. Recent estimates suggest that about a quarter
of cancer deaths in the United Kingdom might be
avoidable by dietary change, with a margin of
uncertainty ranging from 15% to 35% (Doll et al.
2003). Dietary factors are thought to account for
about 20% of cancer in developing countries, but
this proportion is set to increase with growing urb-
anization and the corresponding ‘Westernization’ of
dietary patterns.
Several dietary factors, such as fat and meat,

have been suggested to increase cancer risk, while
other factors, such as fruit, vegetables and fibre,
have been hypothesized to decrease risk. However,
despite extensive research over the last two dec-
ades, few specific dietary determinants of cancer
risk have been established, even for cancers such
as colorectal cancer where dietary factors are the
most obvious candidate risk factors. This is due
to various reasons, the most important being
the difficulty in accurately measuring dietary
intake in epidemiological studies. Other problems
with epidemiological studies of diet and cancer
include the relatively narrow range of dietary

exposures within one population, and the changes
in dietary patterns over time, so that it is very dif-
ficult to determine whether dietary habits at a
young age may affect cancer risk later in life. The
best prospects for improving our understanding of
the relationship between diet and cancer appear to
lie with very large prospective studies that are now
underway, together with randomized trials of
promising candidate factors. Despite these pro-
blems, some diet-related risk factors, most notably
overweight/obesity and an accompanying sedent-
ary lifestyle, and consumption of alcohol, have
been clearly established as risk factors for specific
cancers, perhaps because they can be measured
reasonably easily and accurately.

Overweight/obesity
Overweight and obesity is usually measured in
terms of an individual’s body mass index (BMI)
(weight in kilograms/height in metres2) where a
BMI of greater than 25 kg/m2 is considered over-
weight and a BMI of greater than 30 kg/m2 is con-
sidered obese. Overweight and obesity increase the
risk of colon cancer by about a third and increase the
risk of breast cancer in post-menopausal (but not
pre-menopausal) women by about a half. Over-
weight and obesity is associated with an approx-
imate threefold increased risk of endometrial cancer
in both pre- and post-menopausal women, and
may account for up to 40% of endometrial cancer
worldwide. Overweight and obesity also increases
the risk of cancers of the kidney and gallbladder and
of adenocarcinoma (but not squamous cell carcin-
oma) of the oesophagus. It has been estimated that
overweight and obesity account for about 5% of all
cancers in Europe, most of which are cancers of the
colon, endometrium, and breast. Thus, up to 36,000
cases of cancer could be prevented each year if the
prevalence of overweight and obesity in Europe
was halved (Bergstrom et al. 2001). In countries
such as the United States, where the prevalence of
obesity is higher than in Europe, an even higher
proportion of cancers may be attributable to being
overweight. Furthermore, the prevalence of obesity
is increasing in both developed and developing
countries, and is therefore expected to lead to a
greater burden of cancers in the future.

Physical activity
Related to the effects of BMI and diet is the effect of
physical activity on cancer risk. High amounts of
physical activity are associated with a reduced risk
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of colon (but not rectal) cancer, with average risk
reductions of between 40 and 50% in most studies.
A protective effect for physical activity has also
been observed for breast cancer, although the data
are less consistent than for colon cancer.

Alcohol
A high intake of alcoholic beverages increases the
risk of cancers of the upper respiratory and
digestive tracts (oral cavity, tongue, pharynx,
larynx, and oesophagus). These cancers are also
caused by smoking, and the increase in risk is
particularly great for people who both smoke and
drink heavily. Heavy and prolonged alcohol con-
sumption is also associated with liver cancer via the
development of cirrhosis and alcoholic hepatitis.

Cancers of the upper gastro-intestinal tract are
particularly associated with excessive alcohol con-
sumption, although a moderate intake of 10 g of
alcohol per day (approximately one drink) has been
shown to increase the risk of breast cancer by
around 7%. Given the high proportion of women
who drink moderate amounts of alcohol and the
high incidence of breast cancer in some popula-
tions, these results suggest that about 4% of breast
cancers in developed countries may be caused by
alcohol (Collaborative Group on Hormonal Factors
in Breast Cancer, 2002).

Foods and nutrients
Very few foods or nutrients have been established as
being associated with an increased or reduced can-
cer risk. The only clearly established dietary-related
risk factors are consumption of known chemical
carcinogens. For example, aflatoxin-contaminated
foods contribute to the causation of liver cancer
in some tropical countries, and consumption of
nitrosamine-rich foods such as chinese-style salted
fish is a cause of nasopharyngeal cancer. In both
these cases, the dietary carcinogens appear to act
largely in association with viral infections.

Certain foods and nutrients are believed to be
associatedwith an increased risk of several common
cancers, namely cancers of the stomach, colorectum,
prostate, breast, and lung, but the specific factors in
these foods have not been identified and the epi-
demiological evidence is not entirely consistent.
Stomach cancer is common in most parts of Asia,
but cancers of the colorectum, prostate, breast, and
lung are often considered Western diseases
and have been, to a greater or lesser extent, attrib-
uted to some aspect of a Western-style diet that is

high in animal and saturated fats and low in cereals
and other plant foods rich in fibre.
For stomach cancer, there is substantial evidence

that diet is important and dietary changes are
implicated in the recent decline in stomach cancer
incidence rates in many countries (Figure 2.5).
Epidemiological evidence suggests that risk is
increased by high intake of some traditionally
preserved salted foods, especially meats and pick-
les, and with salt per se, and that risk is reduced by
high intakes of fruit and vegetables, perhaps due to
their vitamin C content.
For colorectal cancer, there is almost universal

agreement that some aspect of a Western diet is
a major determinant of risk. International correla-
tion studies show a strong association between
per capita consumption of meat and colorectal
cancer mortality. A recent systematic review con-
cluded that preserved meat is associated with an
increased risk for colorectal cancer but that fresh
meat is not, whereas most studies have not
observed positive associations with poultry or fish
(Norat et al. 2002). The evidence is not conclusive
but suggests that high consumption of preserved
and red meat probably increases the risk for col-
orectal cancer. Many case-control studies of color-
ectal cancer have observed moderately lower risk
in association with high consumption of fruits and
vegetables and/or dietary fibre, but the results of
recent large prospective studies have been incon-
sistent. At present, the evidence currently available
suggests that fruit, vegetables, and foods rich in
fibre probably reduce the risk for colorectal cancer.
For prostate cancer, although red meat, dairy

products, and animal fat have been suggested
as risk factors, the data from epidemiological stud-
ies are inconsistent. Randomized controlled trials
have provided strong evidence that supplements
of b-carotene (largely found in green-yellow
vegetables) do not protect against prostate cancer.
Other nutrients, such as vitamin E, selenium, and
lycopene are under investigation as potential pro-
tective agents, although no firm conclusions can
yet be made.
For breast cancer, much of the international

variation in incidence rates is due to differences in
established reproductive risk factors (see section on
reproductive and hormonal factors), but differences
in dietary habits may also contribute. In fact, age at
menarche is partly determined by dietary factors,
in that restricted dietary intake during childhood
and adolescence leads to delayed menarche. Adult
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height is also weakly positively associated with
breast cancer risk, and is partly determined by
dietary factors during childhood and adolescence.
However, the only dietary factors which have been
established to increase breast cancer risk are obesity
and alcohol (see above sections). Studies of other
dietary factors including fat, meat, dairy products,
fruit and vegetables, fibre and phyto-oestrogens on
breast cancer risk are inconsistent.
For lung cancer, numerous observational studies

have found that cases generally report a lower
intake of fruits, vegetables, and related nutrients
than healthy individuals. However, only b-carotene
has been tested in randomized trials, which
have failed to find any reduction in risk among
those given a supplement for up to 12 years. The
possible effect of diet on lung cancer risk remains
controversial, and the apparent protective effect of
fruit and vegetables may be largely due to residual
confounding by smoking, since smokers generally
consume less fruit and vegetables than non-
smokers. In public health terms, the overriding
priority for preventing lung cancer is to reduce
the prevalence of smoking.

2.2.4 Reproductive and hormonal factors

Hormonal and reproductive factors play a crucial
role in the aetiology of breast cancer, with an early
age at menarche, low parity, a late age at first birth
and a late age at menopause being established risk
factors. Taken together, about 15% of all cancer
deaths in the United Kingdom are believed to be
attributable to reproductive factors (Doll et al.
2003). For example, a delay in the age at menarche
reduces breast cancer risk by around 5% per year
and a delay in menopause increases risk by about
3% per year (Collaborative Group on Hormonal
Factors in Breast Cancer, 1996). Childbearing seems
to have a dual effect on breast cancer risk, with risk
being transiently increased shortly after pregnancy,
but which exerts an overall protective effect over
the long-term. Compared with nulliparous women
(women with no children), the risk of breast cancer
in women who have had at least one child is
reduced by about a quarter; women with five or
more children have about half the risk of nulli-
parous women. Irrespective of the number of
children a woman has, the earlier a woman has
her first birth, the greater the reduction in risk, so
that women with a first birth under the age of 20
have about half the risk of nulliparous women.

Breast-feeding has a small protective effect on
breast cancer risk, but this may have a larger
impact in developing countries where a woman’s
cumulative lifelong exposure of breast-feeding may
be longer, as a result of a large number of children
and of breast-feeding each child for a long time.

Many of these reproductive factors suggest
that cumulative exposure to oestrogens during a
woman’s lifetime increase the risk of breast cancer.
It is now known that high circulating levels of
oestrogens are directly associated with breast can-
cer risk, at least in post-menopausal women
(Endogenous Hormones and Breast Cancer Col-
laborative Group, 2002). Further evidence for a role
of hormones comes from consistent observations
that current users of exogenous hormones, either in
the form of oral contraceptives (OCs) or hormone-
replacement therapy (HRT), have a 25–35% higher
risk of developing breast cancer than never-users
(Collaborative Group on Hormonal Factors in
Breast Cancer, 1996). However, this risk appears
to be transient and has largely disappeared after
10 years since stopping.

Recent trials have shown that tamoxifen, an anti-
oestrogenic drug used to treat breast cancer, can
reduce the risk of invasive breast cancer by about
40% among women who have an elevated risk for
the disease. Thus, drugs such as tamoxifen, that
block or reduce oestrogen exposure, could poten-
tially be used as chemopreventative agents for
breast cancer. However, the effects of tamoxifen on
other hormone-sensitive cancers and other diseases
needs to be evaluated; indeed, tamoxifen has been
associated with an increased risk of endometrial
cancer.

As with breast cancer, reproductive factors that
increase exposure to oestrogens also increase the
risk for endometrial cancer. However, unlike breast
cancer, the observations that parity and OC use
have a strong protective effect indicates that the
mitogenic effect of oestrogen is counter-balanced
by the presence of progestagens. Women who are
long-term users of oestrogen-only HRT prepara-
tions have up to a ninefold increased risk of devel-
oping endometrial cancer and the use of combined
(oestrogen plus progestagen) HRT preparations
is associated with a much smaller increase in risk
than those that contain oestrogen only.

Reproductive factors are also strongly related
to ovarian cancer and, as for endometrial cancer,
the most established protective factors are parity
and use of OCs. In general, a first-term pregnancy
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is associated with about a 40% reduction in risk,
with a smaller reduction in risk with each term
pregnancy thereafter. Combination OCs are asso-
ciated with up to a halving of risk after 5 years
of use, which persists up to at least 15–20 years
after cessation of use. The risk of ovarian cancer
in relation to HRT use is unclear, but most data
point to no association or a weak positive effect.
Although it is clear that hormonal factors are
involved in some way in the aetiology of ovarian
cancer, little is known about the association
between endogenous hormone levels and ovarian
cancer.

For cancer of the cervix, the most established
reproductive factors are an increased number of
sexual partners and an early age at first intercourse,
both of which are related to the infectious aetiology
of this cancer (see section on infections). Recent
studies also suggest that long-term use of OCs
increases the risk of cervical cancer, so that women
who have used OCs for 10 years or longer have
about a twofold increased risk. High parity has
also been associated with an increased risk in
some, but not all studies and may be related to the
hormonal changes in pregnancy or to cervical
trauma during childbirth. Other reproductive
factors such as age at menarche and age at meno-
pause have not been consistently associated with
cervical cancer.

Reproductive and hormonal factors may play a
role in some cancers in men, notably prostate can-
cer and possibly cancer of the testes. However, the
evidence from epidemiological studies that endo-
genous androgen levels are related to an increased
risk of prostate cancer is inconsistent. There is a
hypothesis that sexual activity is associated with an
increased risk, acting either as a marker for endo-
genous androgen levels or due to a sexually
transmitted agent; although there is some evidence
to support both these hypotheses, the data are not
conclusive. The development of testicular cancer
may also depend on hormones, but apart from the
increased risk among boys with an undescended
testis, and some evidence for an increase in risk
with early puberty, no behavioural or reproductive
factor is strongly related to cancer risk.

2.2.5 Radiation

Much of our knowledge of the potential carcino-
genic effects of radiation exposure is derived from
the observed effects of large doses of radiation

received by the survivors of the atomic bombs that
were dropped on Hiroshima and Nagasaki in 1945.
Other populations that have been studied for the
effects of radiation include those exposed for
medical reasons (both therapeutic and diagnostic),
and occupational groups such as radiologists,
nuclear power workers, and uranium miners
exposed to radon.
The most recent estimates suggest that all types

of radiation (ionizing and non-ionizing) may cause
about 6% of cancer deaths in the United Kingdom
(Doll et al. 2003). Radiation can cause cancer in
almost any tissue or organ in the body, although
the red bone marrow, breast and thyroid are the
most sensitive. Excess cancers continue to occur at
least 40 years after radiation exposure and the risk
is often greater among those exposed at younger
ages. To date, there is no convincing evidence
for the existence of a ‘threshold dose’ (i.e. below
which radiation is considered safe). Although most
research has focused on the effects of ionizing
radiation, largely from indoor radon gas or from
medical procedures, most of the radiation-induced
cancers are caused by non-ionizing radiation in
the form of ultraviolet light. There is little evidence
that other forms of non-ionizing radiation, such as
extremely low frequency electromagnetic fields
emitted from electrical appliances and mobile
phones, are related to cancer risk.

Ultraviolet radiation
It is well established that high exposure to non-
ionizing radiation in the form of sunlight is the
principal cause of non-melanoma and malignant
melanoma skin cancer and accounts for 80–90% of
these tumours. Non-melanoma skin cancer has the
highest incidence of all cancers, accounting for
between 15 and 20% of all cancers diagnosed in
Western countries each year. The actual number of
cases may be somewhat higher than this because
this type of cancer tends to be under-reported as
most cases are easily treated and cured. Malignant
melanoma is a less common type of skin cancer,
but accounts for substantially more deaths than
that of non-melanoma skin cancer. Both types of
skin cancer have been increasing in many Western
countries in recent years, primarily as a result of
increased sun exposure. Among Caucasian popu-
lations around the world, rates of skin cancer
increase with proximity to the equator, where the
intensity of sunlight is strongest. Rates of skin
cancer are more than 10 times higher in whites than
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in blacks due to lower amounts of melanin, the
pigment in skin, which absorbs ultraviolet radi-
ation rays before they can damage DNA. Public
health measures aimed at increasing awareness of
the dangers of prolonged and intense sunlight are
the most effective way of reducing the incidence
of both non-melanoma and malignant melanoma
skin cancer.

Radon
Exposure to ionizing radiation from radon gas is a
well-established lung carcinogen, as shown by
studies conducted among underground uranium
miners, where high concentrations of radon gas
can occur. Relatively high concentrations can also
occur in homes that are built on rock that contains
uranium, and in some parts of the United Kingdom
exposure to radon gas contributes about half the
total dose from all forms of radiation. Indoor radon
gas escaping from the ground or from building
materials has been found to cause lung cancer in
current smokers; whether exposure to radon gas
increases the risk of lung cancer among non-
smokers is unclear. Based on risk projections from
studies conducted in underground miners, it has
been estimated that residential radon may account
for about 1–3% of all cancers (excluding non-
melanoma skin cancer) and 6% of lung cancer,
making it the second biggest cause of lung cancer
after smoking. Exposure to radon gas can be pre-
vented however, and in some countries (notably
Sweden, Germany, the United States and the
United Kingdom), building guidelines have been
recently introduced in the most affected parts of
these countries to reduce levels of radon gas in
new homes.

Medical radiation exposures
The use of ionizing radiation for medical diagnosis
and therapy is widespread throughout the world.
In general, its use is confined to an anatomical
region of interest and, although designed to
directly benefit the individual, these exposures will
inevitably involve some risk of cancer, given the
consensus that there is no safe dose. Although the
dose of a single diagnostic X-ray is low, their
widespread and frequent use makes them the lar-
gest man-made source of radiation exposure. It has
been estimated that radiation exposure from dia-
gnostic X-rays may account for up to 2% of all
cancer deaths in some developed countries, where
X-rays are a common procedure.

Radiotherapy is used to treat some cancers, not-
ably cancers of the cervix, breast, ovary, and
Hodgkin’s disease. However, its use can also cause
damage to neighbouring healthy tissue and, in a
very small proportion of patients, may cause a
second cancer to develop. For example, between
5 and 10% of children treated for a first malignancy
(i.e. Hodgkin’s disease, leukaemia) will go on to
develop radiation-induced second tumours in
adulthood. The cancer sites most affected are the
thyroid, brain, bone, and soft tissue sarcomas and
non-melanoma skin cancer.

2.2.6 Occupational carcinogens

The majority of chemicals established as human
carcinogens have been identified because workers
have been exposed to these agents at very high
levels for many years. In 1775, black soot was
identified as the first known occupational carcino-
gen, following the observation by Percival Potts
that chimney sweeps had a high risk of developing
cancer of the scrotum. In 1895, the carcinogenic
effect of synthetic chemicals was identified when
bladder cancer was reported in German dye man-
ufacturers following the introduction of synthetic
aromatic amine dyes in the 1870s. However, it was
not until the 1950s that the possible long-term
dangers of exposures in the workplace in relation
to subsequent cancer risk were widely examined
in epidemiological studies.

Established carcinogens that occur mainly in
occupational settings are not usually considered
major risk factors (Table 2.1), although for workers
in the relevant industries they may be of great
importance. For example, bladder cancer is related
to occupational exposure to aromatic amines,
chiefly found in the textile, rubber, and printing
industries. Exposure to these agents may account
for up to 20% of all bladder cancers in men
worldwide. Other established associations include
the combustion of coal tar with lung cancer, and
exposure to nickel compounds with cancer of the
nasal sinuses. Most of these chemicals are either
inhaled or absorbed through the skin during rou-
tine use and have been found to be mutagenic
in vitro and carcinogenic in animals.

Exposure levels for many industrial hazards
have been progressively reduced in Western
countries following improvements in health and
safety. It is now estimated that less than 4% of
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cancers in men and less than 1% of cancers in
women are attributable to occupational factors.
However, exposure to chemicals that occurred
several decades ago may still contribute to today’s
cancer burden. In particular, the huge increase in
mesothelioma in the 1990s (a rare form of cancer of
the pleura and peritoneum) among many builders
was caused by exposure to certain types of asbestos
fibres between the 1950s and 1970s. Because it takes
30–40 years for the disease to develop, the number
of men dying from mesothelioma in Western
Europe is set to double each year, with approx-
imately 250,000 deaths over the next 35 years (Peto
et al., 1999).

2.2.7 Medical carcinogens (non-radiation)

Some chemicals used to treat cancer (chemother-
apy) have been associated with an increased risk of
cancers at other sites. The most established of these
are the use of chlornaphazine (now discontinued)
and cyclophosphamide, which are associated with
a large increase in the risk for bladder cancer.
Immunosuppressive drugs given to transplant
recipients are also related to an increased risk
of some cancers, most notably non-Hodgkin
lymphoma, for which the risk is increased by
50-fold or more (usually occurring within a year
or two of the transplant).

Other, more common medications, such as
phenacetin-containing analgesics are also sus-
pected human bladder carcinogens and are asso-
ciated with an increased risk of cancer of the renal
pelvis (kidney). Conversely, there is evidence that
use of non-steroidal anti-inflammatory drugs such
as aspirin can protect against colorectal cancer;
data on whether aspirin protects against any other
cancers are less consistent.

2.2.8 Environmental pollution

It is very difficult to quantify the role of environ-
mental pollution (defined here as environmental
contaminants) in relation to cancer risk, because of
the exposure of the general population to ubiquit-
ous pollutants at very low levels. Pollution of air,
water, and soil is estimated to account for between
1 and 4% of all cancers worldwide (World Health
Organization, 2003). The most established associ-
ation between environmental pollution and cancer
risk is that of air pollution with lung cancer risk. It

is estimated that air pollution may account for
about 3% of lung cancer worldwide, occurring
mostly in areas where domestic burning of wood
and coal and vehicle exhaust emissions are not well
controlled. However, because air pollution is a
complex mixture of soot, particulate, and volatile
organic compounds, the specific constituents that
are causally related to lung cancer have not been
firmly established.
There has also been much interest in whether

environmental exposure to aromatic organo-
chlorines found in many pesticides, combustion,
and industrial products increases the risk for some
cancers. Most concern has focused on a possible
association with breast cancer risk because experi-
mental studies have shown some of these chemicals
to have weak oestrogenic effects. However, current
evidence from epidemiological studies does not
support such an association.

2.2.9 Genetic predisposition

Exploration of the human genome has presented
new opportunities to identify the genetic basis
underlying cancer development. As discussed
elsewhere in this book, cancer is essentially a gen-
etic disease in that genetic alterations (mutations)
cause the breakdown of the regulatory mechanisms
that govern normal cell behaviour, leading to loss
of normal function, aberrant or uncontrolled cell
growth, and eventual spread to other parts of the
body. Specific mutations that activate genes
involved in cell growth and proliferation (onco-
genes), or inactivate genes involved in cell senes-
cence and apoptosis (tumour suppressor genes),
are often associated with carcinogenesis. Mutations
in genes involved in DNA repair are also associated
with carcinogenesis, with inadequate DNA repair
leading to replication of mutations, DNA adduct
formation, and subsequent cancer development. As
will be discussed below, mutations in specific genes
that are inherited (germline mutations) have been
implicated in a variety of human cancers.

Family history and high-risk mutations
The evidence for a genetic predisposition to cancer
derives originally from observations of cancer
clustering in families. Most cancers show some
degree of familial clustering and, in general, a
person who has a sibling or a parent with cancer
has about a 50% increased risk of also developing
that cancer. A family history of cancer may be
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partly due to common exposure to environmental
agents, as well as shared genetic susceptibility.
Some affected families may have an increased
susceptibility to several types of cancer; for
example, those with multiple endocrine neoplasia
syndrome have a substantially increased risk for
developing cancers of the pituitary, parathyroid,
adrenal, pancreas, and other endocrine tissues.
However, it should be noted that family history
does not account for the majority of cases of cancer.
For example, 87% of breast cancers occur in women
without a family history of the disease and 85% of
women with a family history will never develop
breast cancer (Collaborative Group on Hormonal
Factors in Breast Cancer, 2001).
Clustering of relatively large number of cases of

cancer within families may indicate that an inherited
mutation in one gene is sufficient to substantially
increase risk and, in several cases, specific germ-
line mutations in these genes have been identi-
fied through cytogenetic and molecular analyses
of affected family members. Examples include the
TP53 gene andLi–Fraumeni cancer syndrome,which
predisposes to childhood sarcomas and brain
tumours aswell as early-onset breast and/or ovarian
cancer; the ATM gene and ataxia telangiectasia,
which increases susceptibility to lymphomas, T-cell
leukaemias and breast cancer, and mutations in the
RB gene, which predispose to retinoblastoma.
Germline mutations in BRCA1 and BRCA2 genes,
both of which are involved in DNA repair, have also
been identified as increasing susceptibility to ovarian
and breast cancers. Although these high-penetrance
germline mutations substantially increase the risk of
developing a specific cancer, the vast majority of
people who develop cancer do not possess these
mutations. Overall, the proportion of cancer classi-
fied as being attributable to dominantly inherited
high-risk genes is estimated to be between 5 and 10%
of all cancer that occurs in the general population.
Most cancers are therefore sporadic (i.e. not

associated with an inherited germline mutation).
However, the observation that identical twins of
people with cancer have an increased risk of
developing cancer at the same site suggests that
inherited genetic factors are involved, particularly
for cancers of the stomach, colorectum, lung, breast,
and prostate. Much laboratory and epidemiological
research over the last decade has focused on iden-
tifying genetic variants that have a smaller effect on
cancer risk than the high-risk genetic variants that
manifest themselves in a strong family history. This

may have important implications because these
mutations are much more common and so may
exert a more substantial effect on cancer risk at a
population level.

Low-risk genetic polymorphisms
It is well known that people differ in their ability to
metabolize drugs; we now know that this is chiefly
related to individual (genetic) differences that
affect the function of the enzymes involved. Since
many chemical carcinogens require metabolism to
exert their carcinogenic effects, common variants in
genes that encode for drug-metabolizing enzymes
may influence cancer development. In particular,
there is growing interest in whether differences in
environmental exposure have different effects on
cancer risk according to common metabolic geno-
types (often termed ‘gene-environment interac-
tion’). One of the best-studied examples is the
N-acetyltransferase (NATs) genes that encode for a
large family of enzymes involved in metabolizing
drugs and other exogenous substances. Individuals
with a ‘slow’ variant of the NAT2 gene, which
results in a reduced ability to metabolize aromatic
amines, appear to have a moderately increased risk
of bladder cancer, which may be seen particularly
in smokers and in people occupationally exposed
to aromatic amines. In general however, the epi-
demiological evidence of an association between
such low-risk genes and cancer risk is limited and
inconsistent, although the literature is continually
growing (Human Genome Epidemiology Network,
2003). Future large-scale studies are required to
determine whether common genetic variants,
either on their own, or in combination with other
genetic and environmental factors, are important in
cancer development at a population level.

2.2.10 Mutagens and mutational spectra in
relation to cancer types

In addition to investigating inherited mutations,
much research has been done to identify somatic
mutations in known oncogenes (e.g. ras, c-myc),
tumour suppressor genes (e.g. TP53, APC, RB, Ras,
MYC, CDKN2A), and DNA repair genes (e.g. XPD,
BRCA1, BRCA2) in relation to sporadic cancers.
Other genes related to chromosome instability, cell
cycle control, signal transduction, and immune
function are also of interest. To date, the TP53
tumour suppressor gene, involved in the cellular
response to DNA damage, is the most extensively
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studied. Mutations in this gene are found in about
half of all human cancers.

Many mutagens produce specific DNA changes
in certain regions of a gene, either directly or
indirectly by reacting with DNA and binding to
nucleotides (usually guanine) to form DNA
adducts; formation of DNA adducts can then
induce specific mutations that may subsequently
lead to cancer. Because mutagens bind to specific
parts of DNA a given exposure can create a char-
acteristic ‘mutation signature’ in that gene. Identi-
fication of such mutational spectra can be used to
strengthen the argument for a causal association
between a suspected mutagen and cancer risk. A
complementary approach is to directly quantify the
levels of DNA adducts in human tissues. These can
be used both as a marker of the biologically
effective dose of carcinogens and as a marker of
genetic damage, because they are considered
directly related to tumour formation. For example,
aflatoxin-DNA adducts and their specific asso-
ciated TP53 gene mutations are found in over half
of all liver cancers (hepatocellular carcinoma)
associated with high exposure to dietary aflatoxin.
It was not until molecular studies of this type were
conducted that aflatoxin was considered a causat-
ive agent for liver cancer and independent of hep-
atitis B virus infection. Increased levels of
polycyclic aromatic hydrocarbon-DNA adducts
have also been associated with an increased risk of
lung cancer in smokers and among workers in the
coal and gas production/cleaning industries,
where exposure to such chemicals may be high.
The presence of high levels of 4-aminobiphenyl-
haemoglobin adducts in bladder tumours that
occur in smokers has also strengthened the evid-
ence that aromatic amines in cigarette smoke are
an important cause of bladder cancer in smokers.

2.3 Implications for cancer prevention

Based on current epidemiological evidence, it is
clear that the majority of cancers can, in theory, be
prevented. It is now well established that tobacco
consumption is the main avoidable cause of cancer,
accounting for about 30% of all cancer deaths.
Dietary modifications could perhaps potentially
prevent about the same number of cancer deaths as
smoking cessation, but it is still not clear which
specific dietary constituents are related to cancer
risk. Chemoprevention, for example, in the form of
vitamin supplementation, has been investigated in

several clinical trials, but results have, to date, been
largely negative. Nevertheless, eliminating over-
weight and obesity may prevent between 5 and
10% of all cancers, at least in developed countries
where the prevalence of obesity is high. Infectious
agents are thought to cause about 18% of all cancers
worldwide, and although most of these could be
prevented through vaccination or early treatment of
infection, such medical interventions are often not
available to the peoplewhomight benefit from them
most. In some developing countries, vaccination
programmes may actually be more easily imple-
mented than other public health interventions
aimed at lifestyle changes. Ultraviolet radiation is
another important avoidable cause of cancer and
public health initiatives that aim to educate indi-
viduals on protective measures against excessive
exposure to sunlight have been implemented in
most Western countries where the incidence of skin
cancer is high.Occupational exposure to established
carcinogens has been substantially reduced in
recent years and is now estimated to contribute no
more than 4% of the global cancer burden, and may
be even lower in developed countries where rigor-
ous health and safety legislation applies. In com-
parison with these factors, the contribution of other
avoidable risk factors to cancer risk, such as envir-
onmental pollution, medical drugs, etc. is small.
Screening also plays an important role in redu-

cing the burden of cancer death by aiming to pro-
vide early detection and early treatment of the
disease. Population-based screening procedures for
cancers of the cervix and breast are well established
in most developed countries and have led to sig-
nificant reductions in cancer-specific mortality.
For colorectal cancer, several available screening
options are currently under investigation, includ-
ing faecal occult blood testing, sigmoidoscopy
and colonoscopy which detect pre-cancerous
adenomatous polyps, but the most effective and
acceptable screening tool remains to be deter-
mined. A blood test to measure prostate-specific
antigen levels as a marker of early prostate cancer is
widely available in many countries, but is unlikely
to be implemented in an organized screening pro-
gramme until a reduction in cancer mortality has
been demonstrated in randomized trials.
Although the early detection and treatment of

cancer remains an important strategy to reduce
the cancer burden in many countries, the main
focus of public health must be to prevent cancer
from developing in the first place. The large

T H E CAU S E S O F CANCER 43



geographical differences in cancer incidence make it
clear that there is enormous potential for preventing
cancer by removing the effects of smoking, known
infections, alcohol, ultraviolet radiation, occupa-
tional carcinogens, inactivity and obesity and by
making changes to our diet. Indeed, it is estimated
that the projected fivemillion increase in the number
of annual cancer cases by the year 2020 could be
reduced by a third if all available preventative mea-
sures were implemented; thus up to 2 million cases
of cancer could be prevented in the next 20 years
(World Health Organization, 2003). Public health
measures aimed at achieving behavioural changes
on a population level, and that are compatible with
preventative measures for other non-communicable
diseases, are therefore the most important factor for
reducing the future cancer burden.
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Chapter 2 describes the evidence regarding a
number of different exposures such as diet and
radiation on a person’s risk of cancer. Responses to
such exposures may well be defined by the per-
son’s genetic makeup while genetic factors them-
selves could be the major determinant of risk. This
chapter focuses on the evidence relating to inher-
itance and cancer risk.

The most direct evidence for a role of genetic
susceptibility to cancer comes from the clinical
identification of relatively rare but clearly char-
acterized inherited diseases in which the role of
inheritance is unequivocal. Some of these diseases
are observed in the presence of particular expo-
sures capable of causing genetic damage and are
associated with a failure of DNA repair following
this exposure. The inherited susceptibility is then
the failure to repair this damage either correctly or
completely. Some of these susceptibilities are reces-
sively determined, meaning that a personwith such
a syndrome has two defective copies of the same
gene, one inherited from each parent. The parent
has only one copy of the defective gene and may
therefore have either complete or marginally
defective DNA repair capabilities which translates
into only minimal extra cancer risk, if any at all.

Other syndromes are associated with dominant
inheritance meaning that only a single copy of the
defective gene is inherited but this is sufficient to
increase the risk of cancer in both the parent
carrying such a mutation and, on average, one

half of their offspring who inherit this mutation.
These syndromes are identifiable by the pattern of
disease expression in family members (termed the
‘phenotype’). For instance, one such syndrome,
familial adenomatous polyposis (FAP), is asso-
ciated with susceptibility to large numbers of
colorectal adenomatous polyps which are benign
but premalignant lesions. Other syndromes are
associated with increased risk of cancer but lack
a distinctive phenotype.
Since the first human genetic map in 1987, the

capability to identify the critical genes in suscept-
ibility to these syndromes has improved dramat-
ically so that the critical gene or genes for many of
these syndromes, and certainly the commonest
recognized syndromes, are now known. These
technological and informational improvements
have also clearly identified the precise genes for a
number of syndromes including those associated
with susceptibility to common cancer. For many
years, families had been documented showing
family members with cancer at one or more of a
limited number of cancer sites within each family.
Some of these families had been systematically
followed over many generations and the increased
risk was apparent for each of those generations.
For instance, Dr Eldon Gardner in Utah, recorded
families with breast cancer, initially identified in
the late 1940s. Every 10 years, he updated the
cancer incidence in these families showing the
continued dominant pattern of inheritance across
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distinct branches of the same family among
members unknown to each other and with notably
early ages of onset. While the clinical observation
provided clear evidence of an inherited susceptib-
ility, the identification of the precise gene involved
is essential both to confirm the genetic basis of the
disease and to understand the mechanism by
which the cancer develops.
The identification of these genes is the starting

point for a number of distinct areas of research such
as defining the role of the wild-type gene, deter-
mining the risk associated with carrying mutations,
applying this information to clinical management
and the potential approaches to risk reduction.
Epidemiological studies suggest that even after
accounting for known genes associated with
inherited susceptibility to common cancers, there is
still clear evidence that close relatives of cases have
an increased risk of the same cancer suggesting that
other factors must explain this family aggregation.
This could, of course, be other genes or lifestyle
factors or the combination of the two perhaps
interacting in some way. More modest genetic
effects are not characterized by extended families
with many affected members and the method of
identifying the responsible gene differs accord-
ingly. Such studies are based on comparing the
genetic makeup of persons with the disease and
those without the disease and are termed ‘associa-
tion studies’.

3.1 Dominantly inherited susceptibility

The clearest evidence for the role of genes in
cancer has come from the identification of families
with numerous cases of the same cancer. These
families have been recognized clinically for almost
200 years. For instance, Pierre Paul Broca, the
neurologist, reported in the mid-nineteenth
century a family with more than ten breast cancer
deaths among his wife’s relatives. Such a high
number of cancer cases within one family does
not occur by chance and Broca speculated that
inheritance could play a role (reported in Lynch
et al., 1972).
The reasons that these families have been

recognized is varied but can be summarized as:

(1) Families with multiple cases of the same
common cancer (e.g. breast cancer) with average
age of onset considerably younger than that seen in
the general population.

(2) Families with an associated phenotype which is
clearly genetically determined including bowel
adenomas in patients with FAP. FAP patients have
a greatly increased risk of colorectal cancer later
in life.
(3) Families with several cases of rare cancers or in
which the observation of multiple families with the
same tumours is particularly notable.

While the initial observations date back to the 1800s,
more detailed and systematic observational studies
did not occur until the 1950s when the work espe-
cially of DrDavidAnderson (Texas, USA), Dr Eldon
Gardner (among the Mormon families of Utah)
and Prof. Henry Lynch (Iowa, USA) documented
large numbers of families. At this stage, it was
apparent that such families were not the single case
reports as had appeared previously but rather
involved clinically meaningful numbers of families
and persons (Lynch et al., 1972). Chief among the
observations made were that within many of these
families, inheritance was consistent with that of
a single mutated gene within each family. It took
until the 1990s to begin to identify the precise genes
involved.

The recognition of such families presented physi-
cians with a need to plan their clinical manage-
ment. An NIH committee produced the following
guidelines ‘Guidelines for identifying individuals
who merit genetic evaluation’ and identified six
criteria by which persons and families with such
apparent inheritance could be recognized. The six
criteria were:

(1) Cancer occurring in both of paired organs that
is thought not to be the result of metastases (e.g.
cancer in both breasts).
(2) More than one focus of cancer in a single organ
(e.g. multiple retinoblastomas in one eye).
(3) Two or more distinct primary cancers (e.g.
breast and ovarian cancers).
(4) Cancer that has occurred:

(a) at an atypical age (e.g. breast or ovarian
cancer at age less than 40 years), Wilms’
tumour in an adult;

(b) at an atypical site;
(c) in the less usually affected sex (e.g. breast

cancer in a man).
(5) Cancers associated with other conditions:

(a) birth defects (e.g. mental retardation);
(b) a single gene disorder known to compli-

cated by neoplasia;
(c) precursor lesions;
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(d) other diseases.
(6) Unusual or rare cancers.

The delineation of syndromes as described above is
to a great extent an issue of statistics and biology.
The assessment of the number of cancers likely to
be seen in each family requires a statistical calcu-
lation; the fact that many families have more cases
than statistically plausible by chance is convincing
evidence of the existence of a causative factor. The
occurrence of cancers at different anatomical sites
in relatives may not be statistically significant but
may identify a plausible biological link. In either
case, the hypothesis of inherited susceptibility can
only be proven by finding the precise gene in each
family.

3.1.1 Linkage mapping

The majority of the genes associated with an
inherited susceptibility to cancer have been identi-
fied though linkage mapping (also termed ‘posi-
tional cloning’). The approach is based on the
observation that within each family, inheritance of
a single mutation is consistent with the pattern of
disease among relatives. The procedure behind
linkage analysis is not new, having been suggested
80 years ago by Thomas Hunt Morgan and with
statistical methods described soon after (Fisher,
1935). The informativeness of the procedure, how-
ever, changed entirely with the Human Genome
Project, and especially the identification of genetic
variants across the genome which can be routinely
assayed (Botstein et al., 1980). The publication of a
genetic map of the genome in 1992 (NIH/CEPH
Collaborative Mapping Group, 1992) marked the
time when such studies could be conducted with a
reasonable chance of success. This map showed a
set of genetic variants in the genome which could
be assayed in any person’s DNA. If family mem-
bers had a genetically determined trait then, with a
large enough pedigree, the inheritance of the trait
should be tracked by the inheritance of one or more
of these variants.

The first step in the process ofmapping the critical
gene involves identifying families with multiple
cases of cancer which are informative; informativity
relates to the structure of the family including the
genetic relationships among the affected persons
and the strength of evidence that the family disease
does not represent a chance occurrence. Informa-
tivity also means that germline DNA samples are

available from both affected and unaffected family
members. These DNA samples are then typed for a
panel of genetic variants. Anumber of commercially
available panels have been produced. Typically for
first-round screening, the panel consists of 300–400
markers approximately equally spaced at 10 cM
intervals (of the order of 10 Mb apart on average).
Thesemarkers are simply sites of knownpopulation
variation and have typically involved repeats of
the CA sequence which are found in sufficient
numbers across the genome. Assays of each marker
have been produced based on the polymerase
chain reaction (PCR). These genetic markers are
then typed in family members and markers
identified which track with disease segregation
within families. Figure 3.1 shows such a pattern.
Genotyping of these variants in families such as

Figure 3.1 limits the size of the genetic region
containing the susceptibility gene. For instance,
person V:12 has inherited only part of the critical
DNA segment from her mother indicating that the
susceptibility gene must lie below DNA marker
D17S857. Such an observation reflects a genetic
recombination event in the production of the egg
which formed V:12 occurring between genetic
markers D17S857 and D17S846. Examination of this
and other families with the same genetic aetiology
can reduce the region before proceeding with
molecular approaches examining the genes within
the critical region for causative mutations. Identi-
fication of several distinct mutations in the same
gene are indicative that the causative gene has been
found. This latter component has been greatly
enhanced by the availability of more detailed
sequence information over the last five years.
Linkage analysis has been impressively success-

ful in localizing genes for a number of cancer
syndromes, as described in the following sections.
The major limitations of linkage analysis are (1) the
availability of sufficient numbers of extended
families with many affected persons, which can be
identified and sampled as the basis of the linkage
analysis and (2) the proportion of these families,
which are due to each specific gene. The second
requirement for successful genotyping requires
that significant numbers of families are attributable
to each gene and in fact, for genetic studies of
common cancers, remarkably few genes have
explained the majority of the high-risk predisposi-
tion. For many cancer sites, two genes at most have
been identified and these genes are the predom-
inant cause of high-penetrance susceptibility to that
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cancer. For instance, for breast cancer two genes,
BRCA1 and BRCA2, are the major cause but there is
still evidence that there are further genes to be
identified. The difficulty in identifying these other
genes may simply reflect the fact that the remaining
families are in fact attributable to a number of
different genes or simply to chance aggregation of
disease in families.

3.1.2 Gene characterization

The successful cloning of a susceptibility gene by
linkage mapping or other technique permits the
identification of the precise genetic mutations in
particular families. This knowledge also provides a
basis for placing the cloned gene into a population
context, essentially applying the usual techniques
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DX:59

V:8 V:12
DX:36,41

V:13
DX:32,41

1  1
1  2
4  5
1  2
1  1
1  2
1  2
1  1
2  2

3  1
3  1
3  2
4  3
-  -
4  1
-  1
5  2
1  1

1  1
4  2
1  3
5  1
-  -
3  1
3  1
4  2
3  4

-  -
1  3
-  -
-  -
-  -
-  -
1  2
1  2
2  1

VI:1
DX:36

VI:2
DX:28

1  1
1  4
1  1
4  4
-  -
1  1
1  1
1  2
2  1

1  1
1  1
1  2
4  3
1  4
1  1
1  1
1  2
2  1

DX:42 DX:44,50

-  2
1  4
1  1
-  -
-  -
1  4
1  1
1  6
2  4

-  -
-  -
1  3
-  -
-  -
-  -
-  -
1 -
-  -

-  2
-  4
1 1
-  -
-  -
1  4
-   1
1  6
-  4

1
1
5
5
-
3
1
3
2

4  1
3  4
5  1
-  5
-  4
3  3
1  3
3  4
1  3

2  1
4  4
1  3
-  -
-  -
4  3
1  1
6  5
4  1

-
1
1
4
-
1
1
1
2

4
3
1
-
-
3
1
5
1

1  2
4  1
1  3
4  4
-  -
1  6
1  1
2  6
1  1

-  -
-  -
1  3
-  -
-  -
-  -
-  -
1  2
2  2

IV:14

Figure 3.1 This figure shows a family with dominantly inherited susceptibility to breast and ovarian cancer. Males are shown by squares in the
pedigree, females by circles. Left-half shading indicates a woman with breast cancer; right-half shading depicts ovarian cancer. Left-lower
quarter shading depicts cancer other than breast or ovarian cancer. Ages of onset are shown as DX: ‘age’ beneath each affected family member.
Oblique lines indicate family member deceased. The set of genetic variants assayed for each family member are shown in the top left of
the figure. These markers are in their order along chromosome 17. The variants carried by each person are shown under that person’s
symbol on the pedigree (-symbol implies that no genotype could be determined). The set of variants transmitted in conjunction with the disease
mutation are boxed (the ‘haplotype’) indicating the genomic region inherited intact among family members and carried by most women who
developed breast or ovarian cancer. Person V:11 is an exception having not inherited the high-risk haplotype but developing ovarian cancer
indicative of the fact that within such families, not all affected family members are carriers of the high-risk mutation. Genetic variants circled have
been shown to be somatically deleted in the tumour, in keeping with the susceptibility gene (BRCA1) being a tumour suppressor gene.
In tumours examined in this way, genetics variants not circled could not be definitively scored for deletion status.
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of epidemiology to understand the contribution
of each gene to cancer incidence in the general
population. By the nature of linkage mapping,
the approach is likely to identify the genes and
mutations which are associated with highest risk
of disease. Thus, it is by no means clear that all
mutations will be associated with same risk of
disease. This process has been termed ‘gene char-
acterization’ and includes:

(1) evaluating the mutation spectrum for each
gene;
(2) defining the characteristics of families in which
mutations are more likely to be found (e.g. by
numbers of cases of cancer, ages of onset, combina-
tions of tumours found among mutation carriers);
(3) estimating the penetrance of each gene and/or
each mutation to determine future risks of cancer
in persons currently unaffected;
(4) identifying the proportion of cancer cases
carrying a mutation in this gene by age of onset
and, where appropriate, gender;
(5) estimating the proportion of persons in the
general population carrying such a mutation.

Once cloning has been achieved, the familial
mutation can be sought by examining one or a
couple of the affected family members. For the
syndromes discussed above, such investigations
indicate that for the majority of the cloned genes,
there are many distinct mutations of each of these
genes. For instance, the database of BRCA1 and
BRCA2 mutations shows over 1000 distinct muta-
tions across the two genes to date. Such investiga-
tions can also be performed on population-based
samples, selected entirely at random or stratified,
for instance, by age or family history. Investigations
of such systematic collections provide estimates of
the contribution of each of the susceptibility genes
to cancer incidence in the general population. In
general, we expect that these mutations explain
only a small proportion of all cancer in the general
population, as the families required to perform
linkage mapping have typically been particularly
notable for the numbers of cancers diagnosed
within the families. However, such families may
represent the totality of high-risk predisposition or
the tip of an iceberg if, for instance, not all mutations
had the same risk of cancer associated with them.
Under these circumstances, the population-based
samples might be expected to contain a significant
proportion of mutations with lesser effects on risk
(lower penetrance variants).

3.1.3 Examples of dominant syndromes

Various autosomal dominant syndromes have been
identified in this manner. Tables 3.1 and 3.2 show
details of some of these syndromes.

Retinoblastoma
Retinoblastoma is a rare cancer of childhood which
affects about 1 in 20,000 children (Sanders et al.,
1988). Cancer occurs in the retinoblasts of the
eye. Usually diagnosis is made in the first five
years of life. Most cases are unilateral (involving
only one eye) and have a single focus within the
eye (Hodgson and Maher, 1993). Family studies
showed that bilateral and multifocal cases were
more likely to have a family history than unilateral
cases. Several authors including Knudson specu-
lated that the majority of lesions occur in persons
without any apparent susceptibility and that
the malignancy develops as a consequence of
somatic mutation events in one or more genes.
With inherited susceptibility, one or more of these
genetic events is inherited so that all cells are at
risk of progressing to malignancy. On this basis,
statistical estimates suggest that 60% of cases are
unilateral and non-hereditary, 15% are unilateral
and hereditary while the remaining 25% are bilat-
eral and hereditary (Knudson, 1971). The recogni-
tion that some of the multifocal cases had a
microscopically visible deletion adjacent to the
esterase D locus led to the cloning of the RB gene
(Ward et al., 1984).
In his statistical analysis, Knudson considered

the nature of inherited and somatic mutations and
postulated a relationship between these germline
(inherited) and somatic changes. He argued that
when a mutation in a critical gene involved in the
initiation or progression of cancer is present in the
germline, all of the somatic cells of that person
would also inherit this particular mutation. This
would increase the rate at which progression
occurred so that genetically predisposed persons
should be at greatly increased risk of cancer as
there would be an increased chance that a second
event which eliminated the wild-type copy of the
gene would occur. The molecular characterization
of tumours arising in persons not genetically
predisposed showed frequent acquired homo-
zygosity of an RB mutation which was achieved
by a somatic mutation followed by non-disjunction
and duplication of the mutant chromosome, con-
firming that RB also played a significant role
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outside the familial syndrome (Cavenee et al., 1983).
This remains the clearest example of Knudson’s
ideas regarding the relationship between somatic
and germline mutations. Such loci have been
termed ‘tumour suppressor genes’ (more details
can be found in Chapter 8). RB is now known to be
involved in cell cycle control.

Breast cancer syndromes
Breast and breast-ovarian syndrome. This syn-

drome is characterized by early onset breast cancer
which, in many families, is predominantly pre-
menopausal, as well as an increased risk of ovarian
cancer in some families. Many families with this

syndrome are notable for the number of cancer
cases (for an example of a family now known to be
due to a mutation, see Figure 3.1). In the early
1990s, the first gene for this syndrome was mapped
and subsequently cloned (BRCA1) (Miki et al.,
1994). At the time of this mapping, analysis of
families showed that an estimated 45% of such
breast cancer families was due to this gene but that
predominant among these families were those in
which one or more relatives had been diagnosed
with ovarian cancer (Easton et al., 1993). Other
families which involved a male with breast cancer
were not due to this gene and a subsequent analysis
involving such families identified the BRCA2 gene

Table 3.1 Genes associated with predisposition to common cancers a

Primary cancer Syndrome Genes Normal function
of gene

Locations Types of lesions (malignancy
unless otherwise specified)

Breast Breast and
breast/ovarian

BRCA1 DNA repair 17q21 Ovary (36–66%), pancreas
(RR¼ 2.3), uterus (RR¼ 2.7),
cervix (RR¼ 3.7)

BRCA2 DNA repair 13q12.3 Prostate (RR¼ 4.7), pancreas
(RR¼ 3.5), gallbladder
(RR¼ 5.0), stomach
(RR¼ 2.6), melanoma
(RR¼ 2.6)

Li–Fraumeni TP53 Cell cycle regulation,
apoptosis,
transcription factor

17p13.1 Soft tissue sarcoma, brain
tumours, adrenocortical
tumours, leukaemia
(overall cancer RR¼ 41)

CHEK2 DNA repair 22q12.1
Cowden syndrome PTEN Protein tyrosinase phosphatase 10q23.31 Thyroid, endometrium

Bowel Familial adenomatous
polyposis

APC Cell proliferation, adhesion 5q21–q22 Colorectal neoplasia,
papillary thyroid cancers

Hereditary non-polyposis
colorectal cancer

hMSH2 DNA mismatch repair 2p22–p21 Colorectal cancer,
endometrial cancer, ovarian
cancerþ other malignancies

hMSH6 DNA mismatch repair 2p16 As above
hMLH1 DNA mismatch repair 3p21.3 As above
hPMS1 DNA mismatch repair 2q31–q33 As above
hPMS2 DNA mismatch repair 7p22 As above

Juvenile Polyposis Coli SMAD4 Serine/threonine kinase 18q21.1 Gastrointestinal juvenile
polyps

BMPR1A Serine/threonine kinase
receptor

10q22.3

Peutz–Jeghers STK11 Serine/threonine kinase 19p13.3 Breast, hamartomatous polyps
Skin Familial melanoma CDKN2A Cell cycle regulation 9p21 Melanoma (67%), Pancreas

(RR¼ 1.6)
CDK4 Cell cycle regulation 12q14

Nevoid cell carcinoma PTCH Regulator of cell division 9q22.3 Basal cell carcinoma

a Table shows syndrome names, the role of the critical gene, the genetic location and the estimated risk of cancer (where known) given as a
lifetime risk (%) or as a risk relative to that of the general population (RR) so RR¼ 2.0 implies that a mutation carrier has twice the risk of that
cancer as a person without that mutation. All estimates have ‘best guess’ at this time.
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(Wooster et al., 1995). These two genes are the
commonest high-penetrance genes for susceptibil-
ity to breast cancer but the search for further genes
continues.

Mutations in BRCA1 and BRCA2 are predom-
inantly protein truncating. Research has begun to
elucidate the function of BRCA1 and BRCA2 as well
as to describe in more detail the effect of germline
mutations on cancer risk within the general popu-
lation. Both BRCA1 and BRCA2-associated tumours
are found to be of significantly higher grade than
tumours in the general population, with BRCA1
tumours most likely to be grade III (Breast Cancer
Linkage Consortium, 1997).

Several studies of breast cancer predisposition
through BRCA1 and BRCA2 have now been pub-
lished. The issue of the risk of cancer in mutation
carriers has been problematic with early small
studies showing considerable variation in the esti-
mated risk. Soon after the cloning of BRCA1 and
BRCA2, only families with multiple cases of breast
cancer were screened for mutations in BRCA1 and
BRCA2. As the families are identified because of the
particular constellation of cancer within the family,
statistical estimation of the risk has to take into
account the way in which the families have been
identified (ascertained). This estimation procedure
leads to estimates with a wide confidence interval
indicating the inherent imprecision in the estimate.

The published estimates of risk from families with
multiple cases of breast and/or ovarian cancer are
54% by age 60 years for breast cancer and 30% for
ovarian cancer among BRCA1 mutation carriers
and 84% and 27% for BRCA2 to age 70 with sug-
gestions that breast cancer risks are lower to age
50 than for BRCA2 (Easton et al., 1995; Ford et al.,
1998). More recently estimates have been obtained
from population-based studies which involve
examining the germline of persons with newly
diagnosed breast cancer, identifying those with
mutations and estimating the risk of breast cancer
in their relatives by mutation carrier status. In a
review of 22 studies comprising 500 persons with
breast cancer and a germline BRCA1 or BRCA2
mutation, the estimated risk of breast cancer in
BRCA1 mutation carriers was 65% by age 70 years
(95% confidence interval (CI) 44–78%) for breast
cancer, 39% (95% CI 18–54%) by the same age
for ovarian cancer as compared to 45% (95% CI
31–56%) for breast cancer and 11% (95% CI
2.4–19%) for ovarian cancer (Antoniou et al., 2003).
This latter study found evidence that mutations in
particular regions of both BRCA1 and BRCA2 are
associated with higher ovarian cancer risks and
that relatives of early onset cases were more likely
to be affected than relatives of older onset probands
indicating that there may be an interplay with other
factors.

Table 3.2 Genes associated with predisposition to cancer and with lesions affecting multiple organs a

Syndrome Gene Types of lesions (malignancy unless otherwise specified) Genetic location

Hereditary papillary renal
cell carcinoma

MET Papillary renal cell 7q31

Hereditary paraganglioma and
phaeochromocytoma

SDHD Paraganglioma, phaeochromocytoma 11q23

SDHC 1q21
SDHB 1p36.1–p35

Multiple endocrine neoplasia type 1 MEN1 Parathyroid glands, anterior pituitary, pancreatic islet cells 11q13
Multiple endocrine neoplasia type 2 RET Medullary thyroid carcinoma, phaeochromocytoma, and

parathyroid adenomas
10q11.2

Neurofibromatosis type 1 NF1 Neurofibromas, optic glioma, neurofibrosarcoma, gliomas,
phaeochromocytoma, leukaemia

17q11

Neurofibromatosis type 2 NF2 Bilateral vestibular schwannomas, meningiomas 22q12
Retinoblastoma RB Retinal tumours, osteogenic sarcoma 13q14
Tuberous sclerosis TSC1 Hamartomas, astrocytomas, renal cell carcinoma,

phaeochromocytoma
9q34

TSC2 16p13
von Hippel Lindau VHL Retinal angioma, haemangioblastoma, renal cell carcinoma, 3p25
Wilms’ tumour WT Kidney tumours 11p13

a A more complete discussion can be found elsewhere ((Hodgson and Maher, 1993) or at http://www.ncbi.nlm.nih.gov:80/entrez/query.
fcgi?db¼OMIM).
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Estimates have been obtained for the proportion
of all breast cancer cases and the proportion of
the general public carrying BRCA1 or BRCA2
mutations. Among UK breast cancer cases, 5.95%
of women diagnosed before age 36 had BRCA1 or
BRCA2mutations, 4.1% diagnosed between ages 36
and 45 years (Peto et al., 1999). These figures sug-
gest that in the United Kingdom, an estimated
3.1% of women with breast cancer have a BRCA1
mutation and 3.0% have a BRCA2 mutation with
the earlier onset cases being more likely to have
a mutation. The study also estimated that 1 in 500
of the general population has a BRCA1 or BRCA2
mutation making this one of the more common
dominant disease-associated genes known. This
study also showed that BRCA1 and BRCA2 only
explained a small proportion of familial risk,
meaning that other familial factors must also be
important for risk.
The low prevalence of mutations in the UK

population is not replicated in the Ashkenazi
Jewish population. In that population, three spe-
cific mutations are common together implying that
about 2.7% of this population carries one or more of
the mutations (Roa et al., 1996). This observation is
consistent with founder effects where generations
ago, the population size was small and, by chance,
several members of the population carried these
mutations.
Li–Fraumeni syndrome. Li andFraumenidescribed

this syndrome after identifying families with sim-
ilar constellations of cancers involving breast can-
cer and other neoplasms including soft tissue
sarcomas, brain tumours, childhood rhabdomyo-
sarcoma, osteosarcoma, leukaemia and adrenocor-
tical carcinoma (Li and Fraumeni, 1969). A gene for
this syndrome was hypothesized to be TP53 on the
basis of the wide variety of somatic mutations of
TP53 found in these tumours and this was indeed
confirmed (Malkin et al., 1990). It has been esti-
mated that 90% of mutation carriers develop cancer
by the age of 70 and that female TP53 mutation
carriers have a relative risk of about 40 for cancer at
any site (i.e. 40 times the risk for a person without
such a mutation) (Hwang et al., 2003). Many fam-
ilies have phenotypic features of this syndrome but
a definitive diagnosis is not possible so the term
Li–Fraumeni-syndrome-variant has been coined.
An estimated 20% of such families have TP53
mutations but among the remainder some hetero-
zygous mutations in CHEK2 have also been found
(Bell et al., 1999). CHEK2 is a homologue of yeast

RAD53 which is a protein kinase required for DNA
damage and replication checkpoints.

Cowden syndrome. Cowden syndrome is char-
acterized by multiple hamartomatous lesions of the
skin, mucinous membranes, breast, and thyroid
(Hodgson and Maher, 1993). About 50% of carriers
show polyps in the gastrointestinal and urinary
tracts while 50% of female carriers suffer from
fibrocystic disease of the breast. Overall the risk of
breast cancer has been estimated to be about 30%.
The syndrome was mapped to chromosome 10 in
1995 and when subsequently the PTEN gene was
mapped to the same chromosomal region, germline
mutations in these families were identified (Li et al.,
1997; Liaw et al., 1997).

Bowel cancer syndromes
Familial adenomatous polyposis. Familial adenoma-

tous polyposis is a dominantly inherited syndrome
characterized by the development of hundreds of
adenomatous polyps in the bowel starting during
adolescence with a prevalence of about 1 in 8000.
Over time these polyps grow and increase in levels
of dysplasia. The number of lesions and their
increasing dysplasia means that the risk of malig-
nancy increases. As a result, surgical removal of the
bowel becomes necessary to prevent the develop-
ment of malignancy which, in the absence of
surgery, occurs before age 40 years (Hodgson and
Maher, 1993).

A gene for FAP, APC, was mapped following the
identification of a person with the colon char-
acteristics and mental retardation, who was sub-
sequently shown to have a germline deletion of
chromosome 5 (Herrera et al., 1986; Bodmer et al.,
1987). Detailed analysis of the region around the
deletion was also involved in colorectal cancer (in
the general population) with the observation of
somatic deletions in tumours (Solomon et al., 1987),
showing that APC is a tumour suppressor gene.
It is now recognized that the majority of colorectal
tumours have one or more mutations or deletions
of the APC gene.

Investigation of APC in families with early-onset
colorectal cancer indicates that some mutations
do not produce the florid polyposis in the bowel.
Such forms are termed ‘attenuated FAP’ and are
associated with mutations at the 5 0 end of the
gene (Foulkes, 1995). By comparison, mutations in
the middle of the gene are associated with the more
florid phenotype. Also, a proportion of persons
with FAP but without a family history have been
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found to have newmutations, that is, their mutation
arose in a parent (Nugent et al., 1994). The location
of the primary site for such mutations explains the
association with large numbers of polyps in the
bowel in such persons.

Hereditary non-polyposis colorectal cancer
(HNPCC). Hereditary non-polyposis colorectal
cancer is another form of dominantly inherited
susceptibility to colorectal cancer. It was named to
distinguish the syndrome from FAP and to indicate
the lack of polyposis. While there is a lack of poly-
posis, there are certainly adenomatous polyps. The
literature is unclear as to whether persons with
HNPCC have more or less polyps than the general
population but indicates similarity to the general
population. The suggestion is that the adenomas
progress to malignancy at a faster rate than in the
general population so that polyps which take
15 years to progress to cancer in a person without
HNPCC instead take only one or two years in a
person with the syndrome. Cancer onset is, on
average, in the early forties (Hodgson and Maher,
1993).

Persons with HNPCC are at increased risk of
other cancers, most notably in women with a sig-
nificantly increased risk of endometrial cancer as
well as an increased risk of ovarian cancer. The
mapping of an HNPCC family to chromosome
2p was followed within months by the cloning
of the first gene for HNPCC and the recognition
that tumours from family members showed a
novel phenotype associated with a specific type
of genetic alteration affecting repeat sequences
(Aaltonen et al., 1993). This pattern of change was
recognized as being indicative of a DNA mismatch
repair error and on this basis, two genes for
HNPCC were cloned (Kolodner et al., 1994). The
lifetime risk of developing colorectal cancer has
been shown to be significantly greater for males
than for females (an estimated 74% versus 30%)
while the risk of uterine cancer (42%) exceeded
that for colorectal cancer in females (Dunlop et al.,
1997).

Melanoma
The syndrome is characterized by the observation
of multiple cases of melanoma within a family.
Susceptibility is inherited as an autosomal domi-
nant with incomplete penetrance. Within some
families, relatives also have increased numbers of
melanocytic naevi (Newton Bishop et al., 1998).
Initial reports of melanoma families suggested that

the phenotype of the abnormal naevus phenotype
was a consistent component of the syndrome but
more recent studies indicate that the naevus
phenotype is observed in some families only.
Linkage analysis mapped a locus to 9p21 and
germline mutations were subsequently identified
in the CDKN2A gene (Cannon-Albright et al., 1994).
The CDKN2 locus codes for two proteins, p16
coded for by CDKN2A and p14ARF coded for by a
separate exon 1 together with exon 2 of CDKN2A,
read in an alternative reading frame (ARF). Both
p16 and p14ARF are involved in cell cycle regula-
tion but in different pathways; p16 is in the
Rb pathway while p14ARF is in the p53 pathway.
The majority of mutations in CDKN2A are missense
mutations or germline deletions affecting p16 but
not p14ARF. Mutations in CDK4 have also been
found in a few families worldwide; CDK4 binds to
CDKN2A and this binding is impaired by the CDK4
mutations (Hayward, 2003).
Mutations in CDKN2A have been found in fam-

ilies with multiple cases of melanoma worldwide.
The penetrance of these mutations has been esti-
mated to be 0.30 (95% CI 0.12–0.62%) by age
50 years, and 0.67 (95% CI 0.31–0.96%) by age
80 years (Bishop et al., 2002). This penetrance varied
across geographical locations with lifetime pene-
trances being higher in Australia than in the United
States and higher in Sweden than in the remainder
of Europe, consistent with the ranking of melano-
ma incidence rates in the general population. The
analysis suggests that UV exposure increases the
risk of melanoma to a similar extent to that identi-
fied in the general population. The most notable
risk of cancer within these families besides mela-
noma is for pancreatic cancer. Finally, a few
mutations have now been identified in p14ARF.
Families with p14ARF deletions removing the
whole of the coding region of the alternative exon 1,
exon 1b, have been associated with the melanoma–
neural system tumour syndrome while a germline
deletion has been observed in Spanish melanoma
families. Finally, a further melanoma locus has
been mapped to 1p22 (Hayward, 2003).

Other syndromes and issues
There are a number of cancers for which linkage
attempts have been less successful to date. These
include, for example, prostate cancer where the
average age of onset limits the informativeness of
families. The older age of onset means that there
is more opportunity for genetically predisposed
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persons to die of other causes making such families
carrying mutations less notable. To date, at least six
genomic regions have been postulated as being the
locations of predisposing genes but the studies
have not been substantiated (Schaid, 2004).
The successful mapping and cloning of the genes

described above through linkage analysis indicates
the power of the approach in the correct circum-
stances but the approach has made less of a con-
tribution in other circumstances. For instance, for a
number of cancer sites the high rate of mortality
after onset and the small number of extended
families available have limited the informativeness
of linkage mapping studies. Examples of such
studies include those of pancreatic cancer, ovarian
cancer, and lung cancer.
The power of the approach depends upon the

availability of informative families but also the
proportion of families attributable to each gene (not
each mutation). For breast cancer, bowel cancer,
and melanoma, the most common causes of sus-
ceptibility in the dominant families with convinc-
ing evidence of this susceptibility have been
important to substantial proportions of families
(25–50%). This, however, may not be the case for
other cancers or syndromes in which many differ-
ent genes could contribute to family aggregation
and each of which only explains a small proportion
of families. Such loci will be exceedingly difficult
to map because the approach requires adequate
numbers of sufficiently informative families to be
due to the same gene to have any power for a
mapping study. The completion of the human gene
map has made genetic linkage studies more effici-
ent and can now be considered in circumstances
previously beyond the scope of this approach. Such
studies are in progress for several cancer predis-
positions such as prostate cancer.
Family studies of such dominant syndromes

often exhibit considerable variation in phenotype
either in terms of ages of onset or in the severity of
the phenotype. Causes of such variation include
allelic variation, indicating that particular muta-
tions may have different associated risks. Thus, for
BRCA2, mutations in the ‘ovarian cluster region’ of
the gene are associated with much higher ovarian
cancer risks than mutations outside that region
(Thompson and Easton, 2002). Variations within
families cannot be explained by this effect. Potential
explanations for variation are, of course, chance
events or effects of other genes or lifestyle. In such
circumstances, knowledge of the modifying factors,

whether genetic or environmental (lifestyle) could
be relevant to defining approaches to risk reduction
among those with a high-risk predisposition.
Identification of genetic modifiers of penetrance
has not been a successful area of research to date,
due, to a great extent, to the difficulties of recruiting
sufficient numbers of persons in which to conduct
these studies. Studies of lifestyle factors which
might influence risk have produced some positive,
but not convincing, effects to date. For instance, the
use of oral contraceptives in BRCA1 or BRCA2
mutation carriers has been suggested as being both
a risk factor and also protective.

Finally, the recognition that high-penetrance
predisposition does not explain the majority of
family aggregation indicates that other factors
remain to be identified. Among the possibilities
is the contribution of genes with more modest
effect on risk which would also produce family
aggregation but not extended pedigrees such as
that depicted in Figure 3.1.

3.2 Recessively inherited susceptibility

Recessively inherited syndromes, as indicated
above, require that each parent transmit a mutated
copy of the same critical gene to an offspring who is
therefore deficient for the product of this gene. The
syndromes discussed in this section are all related
to DNA repair deficiencies. The biology of DNA
repair is discussed in more detail in Chapter 4.

3.2.1 Examples of recessive syndromes

Bloom syndrome
Bloom syndrome is characterized by low birth
weight, growth deficiency, an abnormal face with a
relatively large nose, and an adult height usually
less than 150 cm but with normal intelligence
(Bloom, 1966). Recessive persons develop an ery-
thematous rash in their first year of life which
becomesmore noticeable in UV-exposed body parts
and which worsens with increasing sun exposure.
Both hypo- and hyperpigmentation of the skin are
common features (Hodgson and Maher, 1993).
Cases have a severe immunodeficiency and cancer
incidence and mortality rates are high. Cancer
incidence starts at young ages with persons in their
twenties developing common cancers such as can-
cer of the bowel and the breast, 40 years before the
average age of onset in the general population
(German, 1997). The distribution of cancers is
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similar to that of the general population with the
exception a particularly notable increase in rates of
leukaemia and lymphoma (German, 1997).

At the cellular level, Bloom’s patients show both
an elevated frequency of chromosomal breaks as
well as an increase in sister chromatid exchange
rates and an abnormal distribution of DNA rep-
lication intermediates (Lonn et al., 1990). The
Bloom syndrome gene, BLM, was shown to encode
a DNA helicase related to the bacterial RecQ heli-
case and the Saccharomyces cerevisiae SGS1 gene
product (Ellis et al., 1995).

Bloom’s is notably more common among those of
Ashkenazi Jewish decent and this has been shown
to be due to an ancestral mutation with a carrier
frequency of 0.85%; no increase in cancer risk has
been found for persons carrying a single copy of the
common Ashkenazi mutation (Cleary et al., 2003).

Xeroderma pigmentosum
Xeroderma pigmentosum (XP) is the general term
for a group of related recessive disorders associated
with a defect in nucleotide excision repair. Clinic-
ally, XP is characterized by hypersensitivity to UV
and a high incidence of UV-induced skin cancers
(Cohen and Levy, 1989). The affected patients show
onset in symptoms in the first few years of life
(Hodgson and Maher, 1993). These early symptoms
include an abnormal reaction to UV exposure.
XP patients develop both malignant and benign
neoplasms, primarily basal cell or squamous cell
carcinoma with about 5% of patients developing
melanoma; lesions primarily occur in sun-exposed
sites. In one study, the median age of onset of skin
neoplasm was estimated as eight years of age and
the frequency of skin neoplasms was estimated at
2000 times the frequency of that in the general
population for the under 20 years of age group
while internal malignancies (such as cancers of the
lung, uterine, breast) were increased at least tenfold
over the general population under the age of
twenty years (Kraemer et al., 1994).

Excision repair is the process required to correct
a wide variety of DNA damage which has been
induced by exposure to UV, X-rays or chemicals.
Nucleotide excision repair (NER) is a specific form
of excision repair which takes single stranded,
damaged DNA and replaces the damage with a
new sequence using the intact strand as a template
(see Chapter 4 for more details). The association
between XP and defective NER was made in
1968 (Cleaver, 1968). Cancer predisposition is then

thought to be due to the inability or reduced ability
of XP cells to repair DNA damage.

Ataxia–telangiectasia
Ataxia–telangiectasia (AT) is an autosomal reces-
sive disorder identified by progressive cerebral
ataxia with onset between the ages of one and three
years (Gatti et al., 1991). The prevalence of AT has
been estimated at 1 in 40,000 to 1 in 100,000 live
births. The clinical features of the syndrome are
broad and include neurological, immunological,
developmental, and neoplastic disorders. The pro-
gressive cerebral ataxia is the most obvious
characteristic of the AT syndrome. Although the
children begin to walk on a normal time scale they
then develop a stagger, which increases to the
extent that by 10 years of age they are unable to
walk. Over a third of AT patients develop malig-
nancy during their lifetimes. Approximately 85%
of these malignancies are either leukaemia or
lymphoma. The acute lymphocytic leukaemia is
often of T cell origin. With improved survival of
AT patients various non-lymphoid cancers have
been observed such as those of the breast, stomach
and ovary, and melanoma. There has also been a
suggestion that AT heterozygotes are at increased
risk of cancer especially of the breast with a relative
risk of 3.8 by comparison with the general popu-
lation (Easton, 1994). Linkage analysis of 176 fam-
ilies showed that the ATM gene was located on
chromosome 11q22–23. The ATM gene was isolated
from this region (Savitsky et al., 1995). To date over
250 mutations in the ATM gene have been identi-
fied. ATM appears to play a major role as an
intracellular signal transducer that is involved in
indicating DNA damage requiring repair. ATM
therefore, is involved in cell cycle checkpoints.
However, it is presently unclear how defects in the
DNA damage response can account for all of the
clinical features of AT.

3.3 Association studies

Linkage analysis provides the basis for identifying
genes associated with susceptibility to disease in
the absence of any prior concepts of mechanism.
Genotyping more families and using more genetic
polymorphisms decreases the size of the plausible
region containing the gene, which allows the
identification of the causative gene in the sampled
families. Successful linkage analysis does not
require that all families are due to the same
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mutation and, in fact, the evidence that a particular
gene is causative is strengthened by the observation
of numerous different mutations within the same
gene. For instance, there is convincing evidence for
BRCA1 as the chromosome 17 locus for suscepti-
bility to breast cancer obtained by showing the large
numbers of distinct truncating mutations within
the same coding sequence, that is, that the critical
gene had been identified. This is, however, not true
for association studies.
Association studies involve comparing the

genotypic distribution of a series of cases diag-
nosed with a particular cancer and comparing this
genotype distribution with that of a set of controls.
These controls are chosen from the general popu-
lation to have characteristics similar to those of
the cases (in terms of age, gender, geographical
location, race, ethnicity), but to be unaffected with
that cancer. Many epidemiology studies choose
to identify such controls through population reg-
isters. For instance, within the United Kingdom,
identifying controls have often been accomplished
through a register of individuals maintained by
the GP of each case. In the most informative
association studies, cases are recruited soon after
diagnosis of cancer, so that the case series repres-
ented is not modified in any way by issues of
survival.
The linkage analysis approach allowed the gen-

otyping of large numbers of markers across the
genome to identify the critical region, followed by
localization and eventual identification of the crit-
ical gene. Association studies currently require that
attention focuses on postulated causative mechan-
isms for susceptibility. For instance, as there is clear
evidence that factors related to hormones influence
the risk of breast cancer, many such studies have
focused on genes with a known role in hormone
synthesis. Typically, a number of different genes
within a particular pathway are genotyped and
then the genotypic distribution compared between
cases and controls; that is, one or more variants
within a gene are assayed and the proportion of all
cases that carry each variant is compared with the
proportion of controls carrying the same variant. In
terms of specific mutations within genes, there are
two distinct approaches which can be taken. The
first involves identifying functional or presumed
functional variants of the gene under consideration
and comparing the distribution of this variant
between cases and controls. Analyses are con-
ducted for each specific variant within the critical

gene. The second approach is based more on gen-
etic history and takes advantage of the fact that the
ancestry of particular components of each genetic
region can be identified. In many studies of disease-
associated genes, it has been found that approx-
imately five common haplotypes explained the
majority of all haplotypes within a given popula-
tion. The particular variants which are critical to
identifying these specific haplotypes of each case
and control can then be typed and the distribution
of haplotypes compared between cases and con-
trols. This approach has the advantage of taking
into account the extent of linkage disequilibrium
across the genome.

The linkage analysis approach has proved to be
robust, in that few regions have been identified
which have subsequently been found not to har-
bour a disease gene. The same cannot be said of
association studies, for which results to date have
been inconsistent. This inconsistency arises in that
particular studies have found differences in the
frequency of a particular variant between cases and
controls, but subsequent studies have failed to
validate this difference. There are a number of
potential explanations for this. The first is that the
initial study was simply a false-positive result and
there is truly no association between the presence
of the variant and risk of disease. Statistical ana-
lyses are usually based on p-values or significance
levels, which indicates the probability that a par-
ticular observation would have been seen by
chance if there was truly no effect. So a p-value
of 0.05 implies that 5% of all tests conducted
when there was truly no effect would in fact
give evidence suggesting that there was an effect.
Thus we can reasonably expect that some positive
findings (around 5% of all conducted analyses as
distinct from the proportion of reported analyses)
will in fact be false. Investigators may however
increase the nominal rate of false-positive findings
by not taking into account the number of statistical
tests that they perform. So, dividing and subdiv-
iding the data and analysing each particular subset
of data will eventually lead to false-positive find-
ings. The second option is that in fact that there
may indeed be effect, but this effect differs between
populations.

Finally, the power of such studies can be
increased by selecting cases more likely to be
attributable to a genetic effect. Thus for instance,
in such studies, one design is to recruit cases that
also have a family history, thereby enriching for
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all genetic causes and hopefully for the specific
genetic cause under analysis. In the following
section, we describe various association studies
that have been conducted on common cancers and
these examples have been chosen to illustrate
association studies.

Table 3.3 shows the estimated sample sizes
required to conduct a case–control study when,
genetically, the population can be divided into two
groups, one which is at ‘standard’ risk and the
other at increased risk. This table shows the size of
study that would be required to test the hypothesis
of the involvement of one genetic variant. Studies
which investigate rare genetic variants or small
increases in risk are not logistically feasible, while
studies searching for more major effects can real-
istically be achieved.

3.3.1 Examples of association studies

CHEK2 and breast cancer
High-penetrance mutations have been found in
CHEK2 in Li–Fraumeni syndrome (see earlier).
Arguing that some variants in this gene might be
associated with increased risk of breast cancer, a
recent study looking at the CHEK2 gene showed a
difference between cases and controls. Cases were
breast cancer cases selected for those with a family
history, while controls came from the general
population. This study showed a significant effect
of a CHEK2 variant 1100delC on risk of breast
cancer essentially doubling the risk of breast cancer
in women (Meijers-Heijboer et al., 2002). In this
study about 1.1% of the general population carried
this variant.

ATM and breast cancer
The prevalence of an ATM mutation is about 1 in
40,000 live births, implying that about 1% of
the population are heterozygous (see previous
section). An increased risk of breast cancer has been
observed in female A–T heterozygotes with an
estimated risk of 3.8 times that of the general
population (Easton, 1994). On this basis, about 3.5%
of all breast cancer should occur in the 1% of hetero-
zygous women. Studies have been conducted to
assess the accuracy of this estimate using the case–
control approach. The difficulty with attempting
this study is that if these figures were correct,
such a study would require minimally 750 cases
and 750 controls (if all mutations were detected)
to have high statistical power and the complexity
of mutation detection makes such studies logisti-
cally challenging (Bishop and Hopper, 1997). If
only 75% of mutations could be detected then
the sample size would need to be 1000 cases
and 1000 controls, indicative of the difficulty
of performing association studies for such rare
variants.

APC I1307K and bowel cancer
Germline mutations in the APC gene are associated
with FAP (see earlier). The APC gene variant
I1307K is common in the Ashkenazi population
with about 6% of the population carrying this
variant (Gryfe et al., 1999). Studies are inconsistent
as to the effect of this mutation on risk with some
studies finding an effect (Gryfe et al., 1999) while
others do not (Strul et al., 2003) so that further
research is required. The variant is of interest
because it appears to be associated with an
increased rate of somatic changes in the APC gene
(Laken et al., 1997), which suggests that as APC is a
tumour suppressor gene, it would increase the risk
of neoplasia.

MC1R and melanoma
The major genetic determinant of susceptibility to
melanoma is skin colour, as melanoma is pre-
dominantly a cancer of white skinned peoples.
Within white populations, the highest incidence is
in countries nearest to the equator as sun exposure
is the major environmental factor for melanoma
(Armstrong, 1988). It is probable therefore, that
skin colour itself is important in predisposition to
skin cancer generally. That is, that the genes which
control melanin production and its deposition in
the cell, are probably important aetiologically

Table 3.3 Sample size requirements. Number of cases needed
to achieve 80% power in a case–control study with equal
number of controls, using a two-sided 5% significance level

Odds
ratio

Population frequency of those at increased
risk (%)

1 5 10 20 50 70

1.5 7954 1687 910 534 387 499
1.8 3487 746 407 244 187 250
2.0 2394 515 282 171 136 185
2.5 1245 271 151 94 80 114
3.0 803 177 99 64 58 85
4.0 448 100 58 38 38 59
10.0 112 27 17 14 18 32
50.0 20 7 6 6 12 23
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(Boissy, 2003). There are two types of melanin,
eumelanin, and pheomelanin. Pheomelanin is
produced particularly in people with red hair and
freckles. This type of melanin is functionally dif-
ferent to eumelanin, being less photoprotective. The
ratio of pheomelanin to eumelanin produced by the
melanocyte is modulated by the melanocortin
receptorMC1R (Suzuki et al., 1996). TheMC1R gene
at chromosome 16q is highly polymorphic and
some variants are shown to be associated with red
hair (Valverde et al., 1995) and freckles (Bastiaens
et al., 2001). Predictably inheritance of those var-
iants which are highly correlated with red hair such
as Asp84Glu has been shown to be a risk factor for
melanoma (Valverde et al., 1996) but predisposition
was also shown to be independent of skin type and
hair colour in some individuals.

General comments
The examples shown above indicate the typical
studies conducted to date involving genes with a
biologically plausible role and variants with a
functional significance. Studies involving genetic
variants without a clear functional role have also
been conducted on the basis that such variants
may be in linkage disequilibrium with functionally
relevant variants (i.e. that at some stage in the past
an unrecognized functional variant occurred on
a chromosome carrying another recognized but
non-functional variant). While the studies descri-
bed above show some positive but largely incon-
clusive evidence of an association, many other
studies do not provide such evidence. For instance,
the role of genes involved in the metabolism of
aromatic and heterocyclic amines (which are pres-
ent in food) are candidates for being associated
with colorectal cancer risk but without any clear
proof at this time (Houlston and Tomlinson, 2001).

3.3.2 Discussion

The linkage mapping approach has been remark-
ably successful for cloning genes for syndromes
associated with cancer, especially those in which
the mutation carrier status is clear before cancer
onset, such as FAP. Diseases without such an overt
marker of genetic status have proved more chal-
lenging but the magnitude of the penetrance has
meant that some of these genes have been found.
The successful studies have resulted from situa-
tions in which a small number of genes have been

responsible for the high-penetrance susceptibility.
The fewer the number of genes involved in sus-
ceptibility, the more homogeneity of susceptibility
will be present in families identified because of the
high number of affected persons, and hence the
more informative will be the linkage mapping
studies. At this time, it is not clear why for the
successfully mapped syndromes so few genes
contribute to the majority of high-penetrance pre-
disposition. This must depend upon the particular
pathway that is impaired, the number of other
genes within the pathway, their proclivity to
mutation and the impact of such mutations on
survival and development. For prostate cancer and
other syndromes there remains the possibility that
many different genes can cause susceptibility and
none of them is a ‘common’ cause. Having multiple
genes for susceptibility is a feature of other syn-
dromes such as renal cell cancer where at least five
genes are known including VHL and MET while
two more are postulated (Pavlovich and Schmidt,
2004). However, for a number of these genes,
the syndrome is identifiable by other phenotypic
characteristics.

The efforts to find high-penetrance genes are in
progress, especially for prostate cancer. For breast
cancer, where the epidemiology is most advanced,
it is clear that these genes explain only a small
portion of the family aggregation. Other factors
such as genes with lesser effects are postulated and
there is some supportive evidence as described
earlier. However, many of the studies reported to
date have either been unsuccessful or have pro-
duced equivocal results. There are a number of
potential technical reasons for this such as sample
sizes of studies and the manner in which they
were conducted (e.g. by choice of controls) or
the choice of candidate loci may be at fault. There
remains the potential that susceptibility may be
due to many different factors, each of which is only
relevant in a small proportion of people which
would make such mapping studies extremely low
in power. However, even this situation could be
overcome if, for instance, the critical genes were all
within a single pathway.
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This chapter concentrates on the main DNA repair
mechanisms operating in human cells and the
relationship of DNA repair to cancer. There are
several pathways for repairing damaged DNA
(Lindahl et al., 1997; Hoeijmakers, 2001). More
than 125 human gene products are involved in
DNA repair (see http://www.cgal.icnet.uk/DNA_
Repair_Genes.html) and (Wood et al., 2001). Owing
to space limitations, in-depth reviews are largely
cited below, which should be consulted for more
complete references.

4.1 Direct reversal

Direct reversal is the simplest mechanism of DNA
repair. It involves a single enzyme reaction for the
removal of certain types of damage directly from
the DNA. The best studied example is removal of
the miscoding alkylation lesion O6-methylguanine

(O6-meG). This lesion is potentially mutagenic
mainly due to the tendency of O6-meG to pair
with thymine during replication, resulting in a GC
to AT base pair transition. DNA methylation
can occur through exposure to methylating agents
or by endogenously generated reactive cellular
catabolites. In human cells, O6-methylguanine-
DNA methyltransferase (MGMT) is a 22 kDa
protein that removes O6-meG through transfer of
the methyl group to one of its own cysteine resi-
dues in a rapid and error-free repair process.
During this process MGMT is inactivated, and
is subsequently degraded through ubiquitination
pathways. Cells and tissues are reported to
vary greatly in MGMT expression. MGMT activity
in tumours correlates inversely with sensitivity to
agents that form O6-alkylguanine DNA adducts,
such as carmustine (BCNU), temozolomide,
streptozotocin, and dacarbazine (Gerson, 2002).
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This may be important in successful treatment of
gliomas.
The adducts 1-methyladenine and 3-methyl-

cytosine are repaired by oxidative demethylation,
another mechanism of repair by direct reversal. In
Escherichia coli, oxidative demethylation is carried
out by AlkB (Trewick et al., 2002). Recently, human
homologues of AlkB have been identified (Duncan
et al., 2002).

4.2 Nucleotide excision repair

Nucleotide excision repair (NER) acts on a wide
variety of potentially toxic and mutagenic helix-
distorting DNA lesions like UV-light induced
photolesions, bulky chemical adducts and DNA
intrastrand-crosslinks. NER requires the action of
around 30 polypeptides which then function by the
stepwise assembly of several complexes at the site
of the DNA damage (Volker et al., 2001). Two NER
sub-pathways can be distinguished: global genome

NER (GG-NER) and transcription-coupled NER
(TC-NER). GG-NER surveys the entire genome for
DNA damage. TC-NER removes DNA lesions sig-
nificantly faster from the transcribed strand of
genes than from the non-transcribed strand or the
bulk of DNA. The two sub-pathways differ only in
the damage recognition step of NER.

In the NER pathway the DNA damage is first
recognized. Incisions are then made 5 0 and 3 0 of
the lesion, followed by excision of the damage-
containing oligonucleotide. NER is completed by
DNA synthesis to replace the excised oligonucleot-
ide and ligation of the repair patch (Figure 4.1). In
GG-NER the first step of damage recognition
involves XPC-HR23B-centrin 2. The 106 kDa XPC
protein forms a complex with its 43 kDa partner
HR23B and centrin 2. This complex binds single-
stranded DNA and has a preference for distortions
in DNA. XPC is restricted to GG-NER and is dis-
pensable for transcription-coupled NER. In addi-
tion to XPC-complex, the DNA damage binding

Global genome repair 
DNA damage

Transcription coupled repair 
DNA damage

UV-DDB

XPC-HR23B-centrin2
CSB

CSA
XPABTFIIH

XPA

XPA

ERCC1-XPF

PCNA

Excised fragment

(a)

(b)

(c)

(d)

RPA

DNA polymerase
delta or epsilon

DNA ligase

PolII

RFC

XPD XPGXPB

XPB XPD
RPA

RPA
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Figure 4.1 Nucleotide excision repair consists of
(a) distortion recognition, (b) formation of an open
structure and recognition of the damaged strand,
(c) dual incisions made by structure-specific
endonucleases, and (d) excision, DNA repair
synthesis, and ligation.
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protein (UV-DDB) complex appears to have an
important function for GG-NER in vivo, perhaps
assisting DNA damage recognition in chromatin
(Wittschieben and Wood, 2003).

Transcription-coupled NER appears to be initi-
ated when RNA polymerase II halts at a lesion in
DNA. This could serve as a damage-recognition
signal resulting in recruitment of other NER fac-
tors. This initial step in TC-NER requires CSA, CSB,
and XAB2 proteins. CSB has been shown to interact
with RNA polymerase II (van Gool et al., 1997). It is
suggested that CSB recruits NER proteins in vivo
when RNA polymerase II is stalled at damage on
the transcribed strand.

The next steps in GG-NER and TC-NER are the
same. Initial distortion recognition is followed by
the formation of an open complex which requires
local unwinding of the DNA helix. The unwinding
of the helix is brought about by the helicase
activity of the basal transcription factor TFIIH.
TFIIH is a ten-subunit protein complex containing
the XPB and XPD helicases among its subunits
(Giglia-Mari et al., 2004). TFIIH mediates strand
separation at the site of the lesion where XPB
can translocate DNA in the 3 0 to 5 0 direction and
XPD in the opposite direction, a process that most
likely takes place in the presence of XPG. The
open, unwound complex spans a region of up to
24–32 bp around the lesion. Other core NER fac-
tors are required for the formation of a functional
repair complex, including XPA and the single-
stranded DNA-binding protein A (RPA). XPA is a
DNA and protein-binding factor in the NER
complex and it is believed that XPA helps position
the repair machinery correctly around the lesion
(de Laat et al., 1999). Replication protein A (RPA)
is thought to bind to the single-stranded region of
the undamaged strand, stabilizing the opened
DNA complex and assisting in positioning the
XPG and ERCC1-XPF endonucleases around the
lesion. Incisions are then made sequentially on
the damaged strand. XPG cuts on the 3 0 side two
to nine phosphodiester bonds from the lesion. This
usually occurs before ERCC1-XPF cuts 16–25
phosphodiester bonds on the 5 0 side. The 24–32mer
oligonucleotide containing the damage is then
released, possibly still bound by one of the
damage recognition proteins. The gap is filled by
a proliferating cell nuclear antigen (PCNA)-
dependent DNA polymerase d or e holoenzyme
and sealed by a DNA ligase to regenerate the
intact DNA structure.

4.2.1 Human syndromes with defects
in NER genes

In humans, at least three different rare, inherited
syndromes are associated with defects in NER:
xeroderma pigmentosum (XP), Cockayne syn-
drome (CS), and trichothiodystrophy (TTD), all
three associated with extreme sensitivity to sun-
light (Bootsma et al., 2002). XP is characterized by
numerous skin abnormalities ranging from
excessive freckling to multiple skin cancers. These
abnormalities are caused by the inability to repair
DNA damage induced by sunlight. Individuals
suffering from XP have at least a 1000-fold greater
risk of developing skin cancer than normal indivi-
duals. They also have a small increased risk of
developing several types of internal cancers. Some
XP patients suffer progressive neurological abnor-
malities due to neuronal degeneration. When cells
derived from XP patients were used in cell-fusion
studies, this led to the identification of 7 NER-
deficient complementation groups, XP-A to XP-G,
each reflecting a defect in a single protein required
for the incision step of NER. Differences in sun
sensitivity and repair defects among the different
XP groups have been observed. The most marked
clinical abnormalities with severe skin changes and
neurological abnormalities at an early age are seen
in patients from XP-A. XP-C cells are less sensitive
to UV than XP-A or XP-D cells and have a residual
repair synthesis of up to 30% due to TC-NER. XP-E
cells show the mildest defect in NER of all XP
groups, with about 50% of normal repair capacity.
Cockayne syndrome is characterized by dwarf-

ism, microcephaly, mental retardation, retinal and
skin abnormalities. CS patients, however, show no
predisposition to develop skin cancer. That may be
explained by the fact that CS cells are particularly
sensitive to lesion-induced apoptosis (Hanawalt,
2000) and therefore protected against tumorigen-
esis. There are rare cases of individuals with the
combined symptoms of XP and CS (XP/CS),
though most cases do not have the clinical features
of XP. Patients with combined XP and CS pheno-
type belong to the XP-B, XP-D or XP-G genotype.
Cells derived from CS patients are sensitive to UV
light, are unable to carry out TC-NER but have
normal GG-NER.
Trichothiodystrophy is characterized by brittle

hair which is caused by reduced content of cysteine
rich matrix proteins in the hair shaft. In addition,
TTD patients show mental retardation, unusual
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facies, ichthyotic skin, and reduced stature. About
50% of patients with TTD are sensitive to sunlight,
but their cancer incidence is not increased. The
NER defect in different TTD individuals is hetero-
genous, ranging from very severe to no defect at all
in those individuals who are not sensitive to sun-
light. Cell fusion experiments have shown that
three genes are involved in TTD: XPB, XPD, and
TTDA (Stefanini et al., 1993; Giglia-Mari et al., 2004).
Most repair defective TTD cell lines are assigned to
the XP-D group.
Mutations in XPD can give rise to all three dis-

eases XP, XP/CS, andTTD. This can be explained by
the fact that XPD is subunit of TFIIH. TFIIH is
necessary not only for NER but for general initiation
of mRNA transcription in cells. Therefore it is the
site of the mutation that determines the phenotype.
Mutations may affect the NER function of TFIIH
resulting in photosensitivity and cancer develop-
ment in XP patients, but may also affect the basal
transcription function of TFIIH, accounting for the
typical TTD and CS phenotypes (Lehmann, 2001).

4.3 Base excision repair

Base excision repair (BER) is the main pathway
dealing with damage induced by cellular metabol-
ites (Lindahl and Wood, 1999). BER removes
lesions such as uracil (arising by spontaneous
deamination of cytosine) by employing specific
DNA glycosylase enzymes to excise the altered
base. Connections of BER deficiency with cancer
susceptibility are just beginning to be identified.
Some families with multiple colorectal carcinomas
have inherited inactivating mutations in MYH, a
DNA glycosylase that excises A residues when
paired with 8-hydroxyguanine residues (Al-Tassan
et al., 2002). 8-hydroxyguanine is a common oxida-
tion product of guanine and replicative DNA
polymerases occasionally misinsert A opposite this
adduct. The disabling of MYH activity causes an
increased spontaneous mutation frequency,
including GC to TA mutations in the APC (adeno-
matous polyposis coli) gene.

4.4 Mismatch repair

The mismatch repair (MMR) system is the major
pathway that corrects single basemispairs or looped
intermediates which arise during DNA replic-
ation and as a result of damage to DNA. The MMR

process consists of recognition of the mismatch,
identification and degradation of the mismatched
strand, and resynthesis of the excised strand (Figure
4.2) (Kolodner and Marsischky, 1999; Jiricny, 2000;
Karran, 2001).

Identification and binding of the mismatched
DNA is carried out in humans by one of two
known mismatch recognition complexes, hMutSa
and hMutSb. hMutSa, a heterodimer of hMSH2 and
hMSH6, preferentially binds most single base
mispairs and loops of up to two bases. The second
heterodimer, hMutSb which consists of hMSH2
and hMSH3, binds more effectively to loops of
three and four bases. In human cells, hMutSa
appears to be the predominant mismatch binding
activity. Following the recognition step by hMutSa
and hMusSb, the next step most probably involves
the heterodimer hMutLa. This consists of hMLH1
and hPMS2 and is the primary MutL activity for
mismatch correction in human cells. There seem to
be at least two other hMLH1 containing hetero-
dimers in human cells, namely hMLH1-hPMS1 and
hMLH1-hMLH3, but only the heterodimer of
hMLH1-hPMS2 has been shown to be involved
in MMR so far (Jiricny and Nyström-Lahti, 2000).

Mismatch Loop

Damage recognition

Strand discrimination
Excision
Resynthesis and ligation

PMS2 PMS2

MLH1 MLH1

hMutS a hMutS b

MSH2

MSH6 MSH3

MSH2

MSH2

MSH6 MSH3

MSH2

Figure 4.2 Mismatch repair is initiated by recognition and binding
of the damage by MSH2-MSH6 or MSH2-MSH3 followed by
recruitment of MLH1-PMS2. Repair is completed by removal of the
damage, resynthesis, and ligation.
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hMutLa interacts with the MSH2-containing
heterodimers which are already bound to the mis-
paired bases as well as with other factors to
assemble a functional repair complex. A stretch of
DNA containing the mismatch is removed, resyn-
thesized and ligated to complete the repair.
Although this process is not entirely understood, a
number of the factors involved have been identi-
fied. These include the endo/exonucleases EXO1
and FEN1, the replication factors PCNA, RPA, and
RFC. Although it is not known exactly how
eukaryotic cells determine which strand should be
repaired, PCNA is implicated in this process (Umar
et al., 1996). Both hMutSa and hMutSb hetero-
dimers bind PCNA through a conserved motif
found in hMSH3 and hMSH6. In one model,
hMutSa binds to PCNA loaded onto newly replic-
ated DNA and is transferred from PCNA to mis-
paired bases in DNA (Lau and Kolodner, 2003).
EXO1 and FEN1 are reported to be involved in the
excision of the damaged strand. The resynthesis
step in human mismatch repair appears to be per-
formed by DNA polymerase d and possibly DNA
polymerase e. The DNA ligase that completes the
MMR reaction remains to be identified.

Genetic defects in mismatch repair genes play an
important role in common cancer-susceptibility
syndromes such as hereditary non-polyposis colon
cancer (HNPCC), Turcot’s syndrome and Muir–
Torre syndrome. HNPCC has been described in
Chapter 3. Turcot’s syndrome is characterized
by predisposition to colon and brain tumours.
Germline mutations in hPMS2 can result in Turcot’s
syndrome (Hamiltonetal., 1995;DeRosaetal., 2000).
Muir–Torre syndrome is a subtype of HNPCC.
Individuals with Muir–Torre syndrome are at
increased risk for cancers seen in HNPCC, but
they also can develop skin tumours. A germline
mutation in hMSH2 has been reported as a cause of
Muir–Torre syndrome (Suspiro et al., 1998).

4.5 Double-strand break repair

Double-strand breaks (DSB) in DNA may arise as a
consequence of exposure of cells to harmful DNA
damaging agents such as ionizing radiation or
some ‘chemical’ agents, or through errors in cellu-
lar functions, such as collapse of DNA replication
forks at sites of blockage. Unrepaired or mis-
repaired DSBs are highly cytotoxic lesions that
disrupt the genomic integrity of a cell and can

lead to mutations and cancer. Therefore repair
mechanisms that efficiently remove DSBs are
important for the maintenance of genomic stability
and prevention of cancer. There are two general
types of DSB repair pathways: homologous recomb-
ination (HR) and non-homologous end-joining
(NHEJ) (Haber, 2000). HR is used by both bacteria
and higher organisms. In mammalian somatic cells,
the major pathway for repairing DSBs is NHEJ.
ATM is the ‘master regulator’ protein kinase

responsible for coordinating cellular responses to
repair DNADSBs (Shiloh, 2003). The kinase activity
of ATM is autoactivated following DSB formation.
Although it is currently unknown if ATM interacts
with DNA, ATM localizes to DSB sites known as
repair foci. Activated ATM phosphorylates a large
number of substrates, some of which arrest the cell
cycle to allow time for repair and include p53,
Mdm2, Chk2, and RAD9. Other targets of ATM are
either directly or indirectly involved in DNA
repair, among which are H2AX, NBS1, BRCA1,
BLM, and FANCD2. These repair factors are dis-
cussed in more detail in this chapter. Human cells
lacking ATM are very sensitive to DSB-inducing
agents and have increased levels of DSBs following
irradiation (Cornforth and Bedford, 1985). Radio-
resistant DNA synthesis results from checkpoint
failure and contributes to elevated mutagenesis and
chromosome instability.
Loss or mutation of ATM results in the disorder

ataxia telangiectasia (AT) (Becker-Catania and
Gatti, 2001). This disease is defined by early-onset
cerebellar degeneration and small blood vessel
dilation in facial skin and sclera. Additional mani-
festations are sterility and immunodeficiency due
to defective processing of the programmed DSBs
generated during gametogenesis and immune
system diversification. The incidence of cancer is
increased �100-fold, 75% of which are lymphomas
and T-cell leukaemias with the remainder being
solid tumours of various types. Heterozygous car-
riers of ATM missense mutations (rather than a
truncated allele) have an increased cancer suscept-
ibility (Spring et al., 2002).
NBS1 is a target for the action of ATM. It forms a

complex with MRE11-RAD50 nuclease and recruits
these proteins to the site of the DSB. It appears that
this complex is involved in both pathways of DSB
repair. The assumed function of RAD50-MRE11-
NBS1 complex in NHEJ and HR is discussed later
in the chapter. As for ATM, mutations in NBS1 and
MRE11 result in inherited diseases, which are also
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characterized by chromosomal instability and can-
cer predisposition. Defects in NBS1 give rise to
Nijmegen breakage syndrome (NBS), a rare recess-
ive condition with only about 70 families affected
worldwide. Mutations in MRE11 are associated
with an AT-like disorder (AT-LD), characterized by
developmental defects, radiosensitivity and an
increased risk of lymphoid tumour development.

4.6 Non-homologous end-joining

Non-homologous end-joining (NHEJ) is a major
pathway for repairing DSBs in human cells. This
process involves the rejoining of the broken DNA
ends with little or no base-pairing at the junction
(Figure 4.3) (Haber, 2000). NHEJ is often prone to
error, and small sequence deletions can be intro-
duced. Several of the genes involved in NHEJ have
been identified and their protein products char-
acterized. A key role in the NHEJ process is played
by the DNA-dependent protein kinase (DNA-PK).
DNA-PK has a primary DSB recognition role and

facilitates the recruitment and activation of other
components involved in the NHEJ process. DNA-
PK consists of Ku and a 460 kDa catalytic subunit
(DNA-PKcs). Ku, a heterodimer of Ku70 and Ku80
proteins, exhibits a high affinity for DNA ends and
appears to be the primary damage sensor in the
NHEJ process. After a DSB has been formed, both
DNA ends are bound by Ku, which recognizes both
blunt ends and those with overhangs. The crystal
structure of Ku bound to DNA has been reported
(Walker et al., 2001). After Ku is bound to the DNA
ends it recruits the 460 kDa catalytic subunit DNA-
PKcs which subsequently is activated. Following
binding by Ku and DNA-PKcs, the DNA ends are
processed, aligned, and ligated. This step requires
XRCC4 and DNA ligase IV. In addition, the Arte-
mis endonuclease appears to be involved in trim-
ming the DNA ends. The endonucleolytic activity
of Artemis depends on the presence of and phos-
phorylation by DNA-PKcs. Upon phosphorylation
Artemis acquires endonucleolytic activity for 5 0 and
3 0 overhang processing in NHEJ. XRCC4 and DNA
ligase IV are then recruited to the DSB and complete
NHEJ by ligation. XRCC4 encodes a 38 kDa protein
that stabilizes and stimulates DNA ligase IV. The
end-joining step catalysed by DNA ligase IV seems
to be stimulated by Ku. Experiments with yeast
suggest as an additional factor for the NHEJ pro-
cess the RAD50-MRE11-XRS2 complex, the yeast
homologue of the human RAD50-MRE11-NBS1
(Usui et al., 1998). RAD50-MRE11-NBS1 binds to
DNA DSBs and it has been proposed that it acts as
a sensor of DNA damage (Nelms et al., 1998).
In addition RAD50-MRE11-NBS1 has exonuclease
and helicase activities and might be involved in
nucleolytic processing of the DSBs before they
are repaired by NHEJ. In yeast, the Rad50-Mre11-
Xrs2 complex interacts directly with the yeast
homologue of XRCC4-ligase IV and specifically
enhances ligation activity by the complex (Chen
et al., 2001).

Genetic defects in NHEJ genes can result in
clinical disorders and sporadic cancers. A mutation
in the DNA ligase IV gene has been described in
LIG4 syndrome, which is associated with immuno-
deficiency and growth developmental delay
(O’Driscoll et al., 2001). The syndrome RS-SCID
(radiosensitive severe combined immunodeficiency
syndrome) is characterized by the development of
severe infections and increased lymphoma incid-
ence. This syndrome occurs among southwestern
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Figure 4.3 Non-homologous end-joining. DNA-PK binds to the
ends of a double-strand break. Repair is completed by Ligase IV
and XRCC4. Other factors (IP6, Artemis, RAD50/MRE11/NBS1)
are also involved in NHEJ.
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native Americans. Mutations in the Artemis gene
can result in RS-SCID in humans (Moshous
et al., 2001).

4.7 Homologous recombination

The second pathway by which DNA DSBs are
repaired is by homologous recombination (HR).
Although the total number of DSBs repaired by HR
is less than the number repaired by NHEJ in
mammalian cells, this pathway is preferentially
used when a damaged cell is in S or G2 phase
(Takata et al., 1998). While processing of ends by
NHEJmay result in loss or gain of nucleotides at the
break site, the benefit of repair by this pathway is
that HR faithfully restores the original sequence of
the broken chromosome. During HR, it is the sister
chromatid that most often functions as an undam-
aged template for synthesizing the DNA sequence
found at the break on the damaged chromatid.
Although recombination between chromosome
homologues does occur, it is not favoured (Johnson
and Jasin, 2000). The drawback of homologous
recombination between chromosomes is loss of het-
erozygosity through replication of the allelic chro-
mosome. However, DSB repair by interhomologue

recombination may still be preferable to repair by
NHEJ, which may generate translocations if more
than one DSB occurs simultaneously.
Following introduction of a DSB, the ATM kinase

is activated and an early event is phosphorylation of
serine 139 of histone H2AX (Shiloh, 2003). NBS1
interacts with phospho-H2AX, suggesting a mech-
anism to target the RAD50-MRE11-NBS1 complex
tothebreak.NBS1isphosphorylatedbyATMtofacil-
itateDNArepair andalso to activate an intra-S phase
cell cycle checkpoint. The RAD50-MRE11-NBS1
complex prepares a 3 0 tail for the RAD51 nucleo-
protein filament that will invade the homologous
duplex (Figure 4.4). Phospho-H2AX foci co-localize
with RAD51 foci and are believed to be DNA repair
sites. RAD52 is believed to assist in the formation of
the RAD51 nucleoprotein filament. RAD54 assists in
the homologous sequence search and in joint mole-
cule formation. A strand transfer reaction occurs
whereby the strand that is the copy of the invading
strand is displaced by the 3 0 end of the invading
sequence. Strand invasion may be either one-ended,
where a single 3 0 end invades the homologous
duplex, or two-ended where both 3 0 ends of the
original DSB are converted to RAD51 nucleofila-
ments and both invade the homologous sequence

DSB

Rad51 nucleofilament

Strand invasion

Synthesis-dependent
strand annealing (SDSA)

Both 3' ends strand invade,
2 Holliday junctions formed

Figure 4.4 DNA DSB repair by homologous
recombination. Following introduction of a DSB, ATM
phosphorylates H2AX, and the RAD50-MRE11-NBS1
complex generates 3 0 ends for the RAD51 nucleoprotein
filament. Two possible homologous recombination strand
invasion pathways are shown. In the synthesis-dependent
strand annealing pathway (left pathway), DNA synthesis
follows one-ended nucleofilament invasion. Both 3 0

nucleofilaments may also invade the repair template
(right pathway), leading to the formation of two
Holliday junctions. Details of the pathways are described
in the text.
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(Haber, 2000). In the synthesis-dependent strand
annealing pathway (Figure 4.4, left pathway), DNA
synthesis follows one-ended nucleofilament inva-
sion. At some point, the newly synthesized DNA
dissociates from the repair template and reanneals to
the brokenduplex. The remaininggap is filled in and
ends are processed for DNA ligation. A variation of
SDSA called break-induced replication occurs when
lagging strand replication follows the initial D-loop
DNA synthesis. Both 3 0 nucleofilaments may also
invade the repair template (Figure 4.4, right path-
way) and this leads to the formation of twoHolliday
junctions and branch migration. DNA synthesis at
newly formed 3 0 primer termini begins and con-
tinues for a distance that extends beyond the
sequence of the broken duplex end. Completion of
recombination occurs when enzymes capable of
cleaving Holliday junctions (known as resolvases)
separate the two chromosomes and a DNA ligase
seals the newly recombined chromosomes. Proteins
proposed to participate in branch migration and
resolution of Holliday junctions include the RAD51
paralogues (XRCC2, XRCC3, RAD51B, RAD51C,
RAD51D) (Liu et al., 2004) and the Mus81 nuclease
complex (Blais et al., 2003).
The BRCA1 and BRCA2 proteins function in the

homologous recombination process (Venkitaraman,
2002). BRCA1 binds branched DNA preferentially
and may function in HR by co-localizing with other
DNA repair factors at sites of DSB damage through
direct interaction with RAD50. Both proteins are
phosphorylated by ATM. Absence of BRCA1
decreases the efficiency of RAD51 localization at
these foci and this may explain the decreased HR
levels found in BRCA1 mutant cells. Although
BRCA1 does not interact directly with RAD51, it
does interact with BRCA2, which has been shown
to bind directly to RAD51. BRCA1 may also func-
tion in DNA checkpoint pathways and in a sig-
nalling capacity as a transcription factor for a
diverse set of genes. BRCA2 binds single strand
DNA and stimulates a RAD51-mediated in vitro
recombination reaction (Yang et al., 2002).
A familial predisposition to breast and ovarian

cancer arises from germline mutation of either
BRCA1 or BRCA2 and �5% of breast cancers are
due to these autosomal dominant susceptibility
alleles (Martin and Weber, 2000). BRCA1 mutation
leads to a higher incidence of ovarian cancer than
does BRCA2 mutation. For male breast cancer the
reversed relationship has been observed as BRCA2
mutation leads to a higher incidence of male breast

cancer than BRCA1mutation. Loss of the remaining
allele invariably occurs, suggesting a tumour sup-
pressor function that is supported by mutant Brca1
and Brca2 mouse models (Moynahan, 2002).
Although mutation of these two genes is rare in
non-familial sporadic cancers, a number of studies
have documented decreased expression of BRCA1
mRNA in sporadic breast tumours (Mueller and
Roskelley, 2002).

Probably less essential for the core homologous
recombination reaction in mammals, yet clearly
having some function in DSB repair, are the Fanconi
anaemia (FA) gene products (D’Andrea and
Grompe, 2003). FA is a rare and clinically hetero-
genous syndrome that requires cytogenetic con-
firmation of sensitivity to a cross-linking agent for
accurate diagnosis (Tischkowitz and Hodgson,
2003). Common features are pancytopenia, hypo-
pigmentation, and limb/thumbabnormalities.Other
organs may also show abnormal development. Fer-
tility is decreased. Although many types of cancer
have been documented, clonal chromosome abnor-
malities in blood progenitor cells lead to leukaemia
(particularly AML) with high frequency.

At least nine separate complementation groups
comprise FA and the genes for seven groups have
been identified (FA-A, B, C, D1, D2, E, F, G, and L).
A major cellular phenotype of FA cells is hyper-
sensitivity to chemicals that create DNA interstrand
cross-links. Although similarities between FA and
BRCA mutant cell phenotypes and clinical features
exist, the finding that the FANCD1 gene is identical
to BRCA2 has linked the two pathways (Howlett
et al., 2002). A key protein of the group appears to be
FANCD2. A complex of the FA-A, C, E, F, G, and L
group gene products function to monoubiquitinate
FANCD2 (Meetei et al., 2004)which then is relocated
to DNA repair foci containing FANCD1/BRCA2,
BRCA1, and RAD51. FANCD2 is a substrate for the
ATM kinase and is potentially involved in check-
point and processing events at DSBs.

4.8 DNA damage tolerance

One of the least well-understood areas within the
DNA repair field is the process of DNA damage
tolerance. DNA damage tolerance is necessary if
DNA damage has not been repaired by the com-
pletion of S-phase and this may be especially
important for damage that is not efficiently recog-
nized by a DNA repair pathway (e.g. cyclobutane
pyrimidine dimers). All cells can complete DNA
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replication in the presence of unrepaired DNA
damage. NER-deficient XP-A cells cannot remove
pyrimidine dimers from DNA, yet following UVC
irradiation, 50% of cells with �30,000 dimers in
their genomes survive and continue dividing. DNA
damage tolerance can be subdivided into two
pathways, recombination-dependent replication
and translesion DNA synthesis. Both processes
begin when cellular DNA replication is impeded by
a discontinuity in either a base or the phosphodi-
ester backbone of the template strand. Both depend
on S-phase checkpoints to allow time for what are
undoubtedly complex protein–DNA interactions to
occur (Tercero and Diffley, 2001). Choice of the
DNA damage tolerance pathway utilized is likely
to be controlled by ubiquitin and SUMO modi-
fications of the DNA polymerase sliding clamp
PCNA, and other proteins (Hoege et al., 2002).

4.9 Recombination-dependent
replication

The main features of the pathways described below
is that they attempt to avoid DNA damage during
DNA replication through use of an undamaged
template strand and that they are probably more
error-free than translesion synthesis mechanisms.
DNA strand breaks are strong blocks to DNA rep-
lication and all cells possess mechanisms to tolerate
this situation. When a replication fork encounters a
strand break, the newly synthesized daughter DNA
duplex containing the broken DNA strand is con-
verted into a DSB (Figure 4.5). Co-ordinated leading
and lagging strand synthesis stops due to collapse
of one of the arms, but synthesis on the undamaged
strand may continue. DSBs which form at DNA
replication forks activate the ATR kinase, an
enzyme related to the global DNAbreak-responsive
ATM kinase (Shiloh, 2003). ATR phosphorylates
H2AX at replication fork breaks and this form of
H2AX may recruit the RAD50-MRE11-NBS1 com-
plex to process the ends of the break. A RAD51
nucleoprotein filament is created by homologous
recombination factors. Following the formation of a
D-loop structure by strand invasion of the newly
replicated sister chromatid, leading or both leading
and lagging strand DNA synthesis occurs and a
replication forkmay be created (Holmes andHaber,
1999). At some point, the invading strand dis-
sociates and reanneals to the original broken strand.
If the replication fork encounters breaks in
both DNA strands (a DSB), then both leading and

lagging strand synthesis will collapse and three
potentially cytotoxic and mutagenic DSBs could
arise. Repair using the homologous chromosome
may be necessary in such instances and transloca-
tions may result if recombination occurs at a site
other than at the allelic locus.
There are also less severe types of DNA replica-

tion blocking structures which retain an intact
backbone, such as a damaged ormissing DNAbase.
In these instances, current models propose that the
replication fork is more likely to temporarily stall
than to completely collapse. The mechanisms used
to tolerate the DNA damage depend on whether
the damage is on the leading or lagging strand
(McGlynn and Lloyd, 2002).
When a block is on the lagging strand, the DNA

replication fork can continue unimpeded because
lagging strand synthesis is discontinuous. Instead
of synthesizing DNA up to the RNA primer of the
previous Okazaki fragment, the lagging strand
polymerase dissociates at the damaged site and
begins synthesis at the next Okazaki initiation site.
The 3 0 terminus left at the site of DNA damage is
processed to invade the newly replicated sister

(a)

(b)

Figure 4.5 DNA damage tolerance pathways. (a) Recombination-
dependent replication due to a leading strand DNA break. The
nucleoprotein filament is generated by all or a subset of homologous
recombination factors (see Figure 4.4 and text). Following DNA
synthesis, the invading strand dissociates and reanneals to the original
broken strand (Figure 4.4, SDSA pathway). A similar mechanism would
operate at a lagging strand break. (b) Two possible mechanisms for
tolerating DNA damage on the leading strand. The replication fork
reversal mechanism (rightward pathway) uses the undamaged
template for DNA synthesis. Alternatively (leftward pathway), the
DNA damage may be bypassed by translesion synthesis.
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chromatid to fill in the lagging strand gap by a
homologous recombination-mediated process.
There are two main models for replication

reactivation when damage is on the leading strand
and these are less proven in mammals. One
mechanism requires that the stalled fork be pro-
cessed by an endonuclease such as Mus81-Eme1
(Blais et al., 2003) to yield a DSB at the DNA rep-
lication fork. Reactivation of DNA replication could
continue by a pathway of break-induced replica-
tion discussed in connection with homologous
recombination (Figure 4.4). The other leading
strand replication reactivation pathway does not
involve nuclease activity and possibly not the HR
pathway either. Upon stalling at a leading strand
block, DNA replication fork uncoupling can occur,
with the lagging strand continuing for at least some
distance (Figure 4.5). The parental template strands
are then reannealed and the replication fork
reversed in a DNA helicase-mediated process. The
newly synthesized lagging strand is extruded and
free to anneal with the 3 0 terminus of the blocked
leading strand when it is met by the reversal reac-
tion. A Holliday junction structure, known as the
‘chicken foot intermediate’, is formed and DNA
synthesis can occur on this template until the
sequence where lagging strand synthesis termin-
ated is encountered. Another DNA helicase would
function to move the Holliday junction in the ‘for-
ward’ direction until the branched DNA replication
fork structure is re-established and DNA replica-
tion can resume. Alternatively, fork reversal moves
the DNA damage away from the replication fork
and back into a DNA duplex structure that may be
now recognized by a DNA repair pathway.
Three human syndromes have been identified

with defects in enzymes believed to process Holli-
day junctions formed during DNA recombination
or DNA replication fork reversal (van Brabant et al.,
2000). Both Bloom syndrome and Werner syn-
drome patients are characterized by increased
incidences of cancer, skeletal abnormalities and
decreased fertility but some notable differences
exist. Bloom syndrome patients (with mutations in
the BLM gene) are distinguished by proportional
dwarfism, immunodeficiency, and skin photo-
sensitivity while Werner syndrome patients (with
mutations in the WRN gene) age prematurely,
have different skeletal abnormalities and are not
immunodeficient or photosensitive. Loss of BLM
results in a strong increase in cancers of all types
while WRN deficiency predisposes individuals to

soft tissue sarcomas. At the cellular level, both
disorders are characterized by genetic instability.
However, mutant BLM cells have a 10-fold
increased incidence of sister chromatid exchanges
while WRN mutant cells do not. A third cancer
predisposition syndrome that is also marked by
skin and skeletal abnormalities is Rothmund–
Thomson syndrome. Mutation of the RECQ4 gene
has been identified for some cases of this syndrome
but little is known regarding DNA repair defects or
genomic instability in such cells.

The BLM and WRN proteins are members of the
E. coli RecQ family of 3 0 to 5 0 helicases, enzymes
that function to unwind duplex DNA (Hickson,
2003). Helicase function is necessary to migrate
DNA branch or Holliday junction structures during
some DNA replication and repair processes. Both
helicases are able to promote migration of these
structures over long distances in vitro. Either
enzyme could also possibly act on abnormal DNA
structures that may block progression of DNA
replication. One proposed function for the BLM
helicase is to reverse-migrate Holliday junctions
that may form at replication forks to allow DNA
damage bypass in order to resume normal DNA
replication. In the absence of this activity, these
stalled forks may be subject to recombination
repair, consistent with the elevated number of
sister chromatid exchanges and DNA breaks
observed. Proteins found to interact with that BLM
helicase include RPA, RAD51, topoisomerase III,
and p53. The WRN helicase is also believed to
operate at Holliday junctions, but may be more
likely to participate in the resolution of DNA
recombination intermediates particularly those at
telomeres, rather than to restore the replication
fork. In addition to helicase function, the WRN
protein is also a 3 0–5 0 exonuclease. WRN interacts
with Ku heterodimer and is phosphorylated by
DNA-PKcs, strongly suggesting a role for this
enzyme in NHEJ.

4.10 Translesion synthesis

Mechanisms bywhich DNA replication can directly
bypass DNA lesions exist and, due to disruption of
correct base-pairing, can create mutations. Almost
all types of DNA damage block DNA polymerases
alpha, delta, and epsilon, the enzymes responsible
for replicating most of the eukaryotic genome
(Hübscher et al., 2002). Biochemical and genetic
data suggest that replication past DNA lesions is
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performed by a specialized group of enzymes
known as DNA damage bypass polymerases. The
damaged template base may vary from a base with
a large bulky adduct to no base at all (an AP site).

Some translesion polymerases are specialized for
specific types of DNA base damage such that they
function to insert a correct base opposite a lesion
and are considered to be ‘error-free’ (Goodman,
2002). Other polymerases have more relaxed tem-
plate specificity and will insert an incorrect base
opposite a lesion to create a mutation. Complete
bypass may be catalysed by a single enzyme or may
occur by a mechanism where one enzyme incorp-
orates a base opposite a lesion, dissociates from the
template and another DNA polymerase more cap-
able of extending a 3 0 mispaired primer completes
the bypass. At least six DNA polymerases (zeta, eta,
iota, kappa, mu and theta) are capable of trans-
lesion synthesis, suggesting that lesion bypass is a
high priority in mammals, at least at certain times
and in some cell types. Important features of a
polymerase with a direct link to a cancer-prone
syndrome and an enzyme with a possible influence
on carcinogenesis are presented here.

DNA polymerase zeta is relatively error-free
during bypass of a cis-syn thymine–thymine
dimer because it preferentially and efficiently
inserts two adenines (Masutani et al., 2000). The
enzyme interacts with PCNA to localize the
enzyme to the primer terminus and to enhance
the catalytic activity of DNA polymerase eta. Cells
lacking DNA polymerase eta display increased UV-
sensitivity and an increased frequency of muta-
genesis, demonstrating that it normally functions to
correctly bypass UV lesions.

Loss of DNA polymerase zeta also results in
DNAdamage sensitivity (Lawrence, 2002). Absence
of DNA polymerase zeta, however, causes a large
decrease in the number of UV-induced basepair
and frameshift mutations. This indicates that the
majority of mutagenic UV-bypass events involve
DNA polymerase zeta in yeast and mammalian
cells. DNA polymerase zeta is able to efficiently
extend mispaired termini left by other DNA poly-
merases at different types of DNA damage. It may
therefore function to ‘fix’ mutations rather than to
perform initial misincorporations. Mammalian pol
zeta is necessary for normal embryonic develop-
ment, for reasons that are not yet understood
(Wittschieben et al., 2000).

The importance of DNA damage replication
bypass in humans is underlined by the identification

of the xeroderma pigmentosum variant (XP-V)
protein as DNA polymerase eta (Masutani et al.,
2000). The XP-V complementation group is clinic-
ally indistinguishable from other XP groups, with
an increased incidence of skin cancer, but nucleotide
excision repair is functional in XP-V cells. XP-V cells
have a reduced rate of nascent DNA strand
elongation following UV-induced DNA damage
and are hypermutable. XP-V is currently the only
known human pathology attributable to loss or
malfunction of a DNA polymerase. Other DNA
damage bypass polymerases, such as iota and zeta,
may play an important part in the XP-V phenotype,
by substituting as the translesion synthesis poly-
merase(s) responsible for the elevated mutability
of XP-V.

4.11 DNA repair and approaches to
understanding cancer incidence and
improving cancer therapy

4.11.1 Variation in DNA repair between
individuals

Does the capacity for DNA repair vary significantly
between individuals? Inherited syndromes asso-
ciated with dramatic defects in various DNA repair
processes are examples of extreme variations. But
do smaller variations in activity exist that might
affect cancer risk?
A major difficulty at present is the lack of

methods to easily and reliably measure DNA repair
activities in different individuals. Ideally, one
would like to measure the activity of as many DNA
repair pathways as possible using readily obtained
biological material, such as a blood sample. Assays
with either whole cells or cell extracts might also be
envisaged. In vitro assays with cell extracts, how-
ever, are still not precise enough. For example,
assays for measuring NER typically have inherent
variations of twofold or so, even when extracts are
made from the ample material available from cell
lines. A twofold difference in NER activity between
individuals could be significant, but impossible to
detect with current assays.
Because of its inherent interest, the epidemiology

of DNA repair and susceptibility to cancer has
nevertheless been investigated by a number of
approaches (Berwick and Vineis, 2000). Examining
DNA repair in individuals by single cell gel
electrophoresis or ‘comet’ assays has become pop-
ular. Although this technique has the advantage of
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requiring only a small amount of easily obtained
material, it is a gross measurement that uses
only DNA breaks as an endpoint together with
undefined mechanisms of chromatin disassembly
and compaction. Another approach that has
received some attention is the use of plasmid host–
cell reactivation assays in human lymphocytes.
Damaged plasmids, transfected into cells, contain a
selectable marker such as chloramphenicol acetyl
transferase or luciferase. DNA recovered from the
cells is assayed for reactivation of the marker gene
as a measure of repair. The method requires con-
siderable care but has been validated with repair-
defective cells in some cases. In one study series,
lower DNA repair capacity was associated with
increased skin cancer incidence (Grossman and
Wei, 1995). Overall, tests in human populations
seem to yield modest associations between DNA
repair capacity measurements and cancer occur-
rence (Berwick and Vineis, 2000). However, the
relevance of measurements in human lymphocytes
to repair in human tumour cells from the same
patient has been questioned (Hemminki et al.,
2000), partly because of strong selective forces in
tumours.

4.11.2 Polymorphisms in DNA repair genes

There are many single-nucleotide differences
between individuals (polymorphisms), and it is
relatively easy to use PCR and DNA sequencing
methods to assay for the presence or absence of a
known polymorphism. It is conceivable that some
polymorphisms in DNA repair genes, such as
aminoacid substitutions, will cause differences in
DNA repair capacity (Mohrenweiser et al., 2003).
Some relatively common DNA repair gene poly-
morphisms have been examined for possible cor-
relations with cancer incidence or success in
treatment. In this type of study, it is always possible
that a polymorphism serves as a genetic marker
indicating linkage to another gene that is respons-
ible for the outcome being measured. Haplotyping
can clarify this issue.
Further development of this field will require the

discovery of relatively common polymorphisms
that have significant effects on DNA repair activity
in vivo. A systematic effort to catalogue poly-
morphisms is part of the environmental genome
project sponsored by the NIEHS in the United
States. This venture includes a survey of human
genes related to DNA repair, cell cycle control, cell

signalling, cell division, homeostasis, and meta-
bolism. The initial aim to re-sequence the DNA in
about 200 such genes from about 450 unrelated,
ethnically diverse individuals has been completed.
A web resource integrates the resulting gene,
sequence, and polymorphism data into individu-
ally annotated gene models and is available at
http://www.genome.utah.edu/genesnps/.

As an example, in the gene for theMGMTprotein,
a non-conservative substitution of L residue 84 for
F (L84F) is found in around 20% of individuals. This
substitution has no measurable effect on MGMT
function as a purified enzyme or in cells (Inoue
et al., 2000). Another rare polymorphism inMGMT,
W65C, is reported to give rise to an unstableMGMT
protein (Inoue et al., 2000). As assays develop, the
most interesting course of action will be to concen-
trate on those polymorphisms that alter protein
function, and to assess their relevance to cancer
incidence or curability. Two common polymorph-
isms in the XPD gene, D312N and K751Q, have
received most attention in published studies. Both
occur at evolutionarily diverged positions in the
protein, away from functional motifs, and neither
seems likely to have any significant effect onNER or
transcription activity.

4.11.3 Variation in DNA repair between
different types of tumours

Because of differences in gene expression between
cells in specific tissues, it is possible that tumours
could vary in their DNA repair capacity according
to tissue or cell type of origin. Unusually for
metastatic cancer, testicular germ cell tumours are
particularly curable by chemotherapy based on
cisplatin or related compounds. Several DNA
repair pathways may influence cellular sensitivity
to cisplatin. NER-defective cells are cisplatin sens-
itive and NER is the only known repair pathway
which actually excises the major cisplatin adducts
from DNA. Recombinational mechanisms are also
important in tolerance of cisplatin-induced DNA
damage (Zdraveski et al., 2000). Cells with defects
in recombination pathway genes such as XRCC2
and XRCC3 are cisplatin-sensitive (Liu et al., 1998).
Several specialized DNA polymerases are also able
to overcome the DNA replication block presented
by cisplatin adducts using translesion synthesis.
Further, mismatch recognition proteins can also
bind to DNA containing cisplatin adducts (Mello
et al., 1996), and it has been argued that variations
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in levels of proteins such as MSH2 can influence
repair of cisplatin adducts to some extent. In a
model system with A2780 ovarian carcinoma cells,
inactivation of mismatch repair was not found to be
a frequent route for escape from cisplatin toxicity
(Massey et al., 2003).

Direct measurements of removal of cisplatin-
induced DNA damage have been made in testis
tumour lines in comparison with other less-
responsive tumour cell lines, with the finding that
the testis tumour lines examined have, on the
whole, a reduced rate of removal of cisplatin-DNA
lesions (Masters and Köberle, 2003). By in vitro
analysis of NER repair capacity, it was found that
two testis tumour cell extracts had low levels of
NER for a 1,3 dGpTpG cisplatin adduct. Immuno-
blotting analysis showed that the testis tumour cell
lines had lower than normal (about 25%) levels of
XPA, ERCC1, andXPFproteins (Köberle et al., 1999).
Levels of other NER proteins were not reduced.
Addition of XPA protein to the extracts was able to
restore repair activity to the extracts, indicating that
XPA is rate-limiting in these extracts. A relative
deficiency in XPA appears to be a general feature of
testis tumour cell lines (Welsh et al., 2004). The
reasons for any lower amounts of XPA, ERCC1, and
XPF proteins remain to be elucidated.

4.11.4 DNA repair and drug resistance

In too many instances after an initially successful
response to chemotherapy, a tumour will reappear,
typically months or years after the initial treatment.
The recurring tumour is often resistant to the che-
motherapeutic agent used previously, because of
the strong selective pressure of the toxic treatment.
One possibility that receives ongoing considera-
tion is that drug-resistant tumours might have
enhanced DNA repair in comparison with the ori-
ginal tumour or normal cells. Conclusive evidence
for functionally increased NER in resistant tumours
has not been presented. In an A2780 ovarian cancer
model system, however, a threefold increase in
NER activity in a cisplatin-resistant cell line was
reported (Ferry et al., 2000). A different approach
has been to assess levels of DNA repair proteins via
mRNA levels and attempt to correlate these with
intrinsic cellular sensitivity to DNA damage or
response to therapy. Evidence usually has not been
obtained as to whether variations in mRNA levels
give rise to correlated changes in amounts of the
encoded protein. For example, ERCC1 expression

in ovarian cancer samples was postulated to cor-
relate with clinical response (Dabholkar et al.,
1994), but the reverse transcription polymerase
chain reaction (RT-PCR) method used to measure
mRNA levels was not quantitative. Further, it is
known that ERCC1 mRNA levels do not correlate
with ERCC1 protein levels. ERCC1 is a subunit of
the ERCC1-XPF nuclease and when ERCC1 is
overexpressed, it is readily degraded in the absence
of its XPF partner. Consequently, even large chan-
ges in ERCC1 expression level in mammalian cells
do not lead to increases in ERCC1 protein (Sijbers
et al., 1996; Yagi et al., 1998), because there is no
concomitant change in XPF level.

4.11.5 Mismatch recognition and
resistance to alkylating agents

An intriguing interplay between DNA repair
pathways is exemplified by the fact that a mismatch
recognition complex involving MSH2, MSH6,
MLH1, and PMS1 recognizes some DNA adducts
as mismatches. O6-meG in DNA is apparently
recognized as a mismatch, even when paired to the
‘correct’ base, cytosine. Attempted mismatch repair
of a base pair containing O6-meG often removes
the C and replaces it with another base, leaving the
O6-meG in DNA and setting off another round of
futile repair. Apparently such futile repair is a
toxic event, because mismatch repair-defective cells
are considerably more tolerant to methylating
agents that produce O6-meG such as N-methyl-
N-nitrosourea, temozolomide, and dacabazine
(Modrich and Lahue, 1996; O’Driscoll et al., 1998).
These observations raise the possibility that

tumour cells with defects in mismatch repair might
be unusually resistant to treatment with methylat-
ing agents such as temozolimide. Sporadic loss of
mismatch repair protein expression is found in a
number of human tumours (Friedman et al., 1997)
and in general it appears that such tumours aremore
resistant to methylating agents (Fink et al., 1998;
Gerson, 2002). Mice with defects in MGMT and
MLH1 are resistant to the toxic but not the tumori-
genic effects of N-methyl-N-nitrosourea (Kawate
et al., 1998). A study of mouse tumours indicated
that inactivation ofmsh2 allowedbetter proliferation
of gastrointestinal tract cells damaged by methyl-
ating agents (Colussi et al., 2001). In human cells,
MSH2 heterozygous (þ/� ) lymphoblastoid cell
lines are on average about fourfold more tolerant
than wild-type cells to killing by the methylating
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agent temozolomide (Marra et al., 2001). Further
research will reveal whether these observations in
mismatch repair-compromised cells are relevant to
induction of human tumours by methylation, and
their treatment with such agents.
Methotrexate is used in cancer chemotherapy as

an agent to inhibit dihydrofolate reductase (DHFR)
and cripple pyrimidine biosynthesis in tumour cells.
DHFR and MSH3 are adjacent on the same chro-
mosome and are transcribed divergently from a
shared promoter. Methotrexate resistance in cell
lines can arise by gene amplification of DHFR,
concomitantly amplifying the MSH3 locus. MutS
alpha (MSH2-MSH6) andMutS beta (MSH2-MSH3)
share a common component, MSH2. Under condi-
tions of Msh3 amplification, MutS beta forms at the
expense of MutS alpha. Because MutS alpha is the
principal recognition factor for base–base mis-
matches, the mutation rate in tumour cell lines with
DHFR and MSH3 amplification can rise more than
100-fold (Drummond et al., 1997). The implications
for cancer chemotherapy includeapotential increase
inmutabilitywhen tumours are treatedwithmetho-
trexate, by reducingmismatch repair in the tumour.

4.12 DNA repair-based approaches for
improving therapy

4.12.1 Chemical inhibitors of DNA repair

One approach to improve chemotherapy may be to
develop drugs that cause DNA damage which is
poorly recognized or repaired. For example, inter-
calating interstrand DNA crosslinkers that lie in the
minor groove may be repaired poorly (Brooks et al.,
2000). Specific chemical inhibitors of DNA repair
enzymes may also be envisaged. For instance,
methoxyamine binds and reacts with AP sites,
which are intermediates in the BER process. Using
a human colon cancer xenograft model in nude
mice, methoxyamine was found to enhance the
antitumour effect of the alkylating agent temozo-
lomide (Liu et al., 2002). Specific inhibitors of
BER that affect DNA polymerase beta could
also be useful (Sobol and Wilson, 2001). As
another example, an inhibitor of MGMT, O6-
benzylguanine, depletes MGMT in human tumours
without associated toxicity and is in phase II
clinical trials (Gerson, 2002). Inhibition of NER
also seems a possible approach but specific targeted
inhibitors have not yet been reported. The
kinase inhibitor 7-hydroxystaurosporine has been

reported to inhibit repair of UV-induced DNA
damage (Jiang and Yang, 1999).

4.12.2 Gene therapy approaches

Gene therapy approaches involving DNA repair
are being tested in animal models. For example,
chloroethylnitrosourea alkylating agents are com-
monly used for cancer chemotherapy, but are lim-
ited by bone marrow toxicity. A retroviral vector
expressing the human MGMT gene has been used
to reconstitute mouse bone marrow with genetic-
ally modified, MGMT-expressing hematopoietic
stem cells. This confers considerable resistance to
the cytotoxic effects of BCNU. Further, mutations
within the active site region of the MGMT gene
render the protein resistant to O6-benzylguanine
inactivation.Asa result,mutantMGMTgene transfer
into hematopoietic stem cells can selectively protect
the marrow from the combination of an alkylating
agent and BG, while at the same time sensitizing
tumour cells (Kleibl and Margison, 1998, Roth and
Samson, 2000, Gerson, 2002).

The preceding discussion makes it clear that
DNA repair is highly relevant to oncology for two
main reasons. First, DNA repair is a front-line
defence against cancer. When a DNA repair path-
way is disabled, surviving cells accumulate muta-
tions and genomic alterations that lead to an
increased incidence of tumours. Second, many
agents used for cancer therapy are DNA damaging
agents and induce DNA damage in tumour cells.
This consideration leads to the possibility that
cancer therapy with DNA damaging agents could
be improved by developing specific inhibitors of
DNA repair that could be directed towards tumour
cells and used as adjuvants with radiotherapy or
some chemotherapies.

References

Al-Tassan, N., Chmiel, N. H., Maynard, J., Fleming, N.,
Livingston, A. L., Williams, G. T. et al. (2002). Inherited
variants of MYH associated with somatic G :C-->T :A
mutations in colorectal tumors. Nat Genet, 30, 227–32.

Becker-Catania, S. G. and Gatti, R. A. (2001). Ataxia-
telangiectasia. Adv Exp Med Biol, 495, 191–8.

Berwick, M. and Vineis, P. (2000). Markers of DNA repair
and susceptibility to cancer in humans: an epidemio-
logic review. J Natl Cancer Inst, 92, 874–97.

Blais, V., Gao, H., Elwell, C. A., Boddy,M.N., Gaillard, P.H.,
Russell, P. et al. (2003). RNAi inhibition of Mus81 reduces

74 CE L L U LAR AND MOL ECU LAR B I O L OGY O F CANCER



mitotic recombination in human cells. Mol Biol Cell,
10.1091/mbc.E03-08-0586.

Bootsma, D., Kraemer, K. H., Cleaver, J. E., and
Hoeijmakers, J. H. (2002). Nucleotide excision repair
syndromes: xeroderma pigmentosum, Cockayne syn-
drome, and trichothiodystrophy. In The Metabolic and
Molecular Bases of Inherited Disease (Eds., C. R. Scriver,
A. L. Beaudet, D. Vaile, W. S. Sly, B. Vogelstein,
B. Childs, and K. W. Kinzler) McGraw-Hill Companies,
Section 4, Chapter 28, http://genetics.accessmedicine.
com/server-java/Arknoid/amed/mmbid/co_chapters/
ch02/ch028_p01.html.

Brooks, N., McHugh, P. J., Lee, M., and Hartley, J. A.
(2000). Alteration in the choice of DNA repair pathway
with increasing sequence selective DNA alkylation in
the minor groove. Chem Biol, 7, 659–68.

Chen, L., Trujillo, K., Ramos, W., Sung, P., and Tomkin-
son, A. E. (2001). Promotion of Dnl4-catalyzed DNA
end-joining by the Rad50/Mre11/Xrs2 and Hdf1/Hdf2
complexes. Mol Cell, 8, 1105–15.

Colussi, C., Fiumicino, S., Giuliani, A., Rosini, S.,
Musiani, P., Macri, C. et al. (2001). 1,2-Dimethyl-
hydrazine-induced colon carcinoma and lymphoma
in msh2(�/�) mice. J Natl Cancer Inst, 93, 1534–40.

Cornforth, M. N. and Bedford, J. S. (1985). On the nature
of a defect in cells from individuals with ataxia-
telangiectasia. Science, 227, 1589–91.

D’Andrea, A. D. and Grompe, M. (2003). The Fanconi
anaemia/BRCA pathway. Nat Rev Cancer, 3, 23–34.

Dabholkar, M., Vionnet, J., Bostick-Bruton, F., Yu, J. J., and
Reed, E. (1994). Messenger RNA levels of XPAC and
ERCC1 in ovarian cancer tissue correlate with response
to platinum-based chemotherapy. J Clin Invest, 94, 703–8.

de Laat, W. L., Jaspers, N. G., and Hoeijmakers, J. H.
(1999). Molecular mechanism of nucleotide excision
repair. Genes Dev, 13, 768–85.

De Rosa, M., Fasano, C., Panariello, L., Scarano, M. I.,
Belli, G., Iannelli, A. et al. (2000). Evidence for a
recessive inheritance of Turcot’s syndrome caused by
compound heterozygous mutations within the PMS2
gene. Oncogene, 19, 1719–23.

Drummond, J. T., Genschel, J., Wolf, E., and Modrich, P.
(1997). DHFR/MSH3 amplification in methotrexate-
resistant cells alters the hMutSalpha/hMutSbeta ratio
and reduces the efficiency of base-base mismatch
repair. Proc Natl Acad Sci USA, 94, 10144–9.

Duncan, T., Trewick, S. C., Koivisto, P., Bates, P. A.,
Lindahl, T., and Sedgwick, B. (2002). Reversal of DNA
alkylation damage by two human dioxygenases. Proc
Natl Acad Sci USA, 99, 16660–5.

Ferry, K. V., Hamilton, T. C., and Johnson, S. W. (2000).
Increased nucleotide excision repair in cisplatin-
resistant ovarian cancer cells: role of ERCC1-XPF.
Biochem Pharmacol, 60, 1305–13.

Fink, D., Aebi, S., and Howell, S. B. (1998). The role of
DNA mismatch repair in drug resistance. Clin Cancer
Res, 4, 1–6.

Friedman, H. S., Johnson, S. P., Dong, Q., Schold, S. C.,
Rasheed, B. K., Bigner, S. H. et al. (1997). Methylator res-
istance mediated by mismatch repair deficiency in a
glioblastomamultiformexenograft.CancerRes,57, 2933–6.

Gerson, S. L. (2002). Clinical relevance of MGMT in the
treatment of cancer. J Clin Oncol, 20, 2388–99.

Giglia-Mari, G., Coin, F., Ranish, J. A., Hoogstraten, D.,
Theil, A., Wijgers, N. et al. (2004). A new, tenth subunit of
TFIIH is responsible for the DNA repair syndrome tri-
chothiodystrophy group A.Nature Genetics, 36, 714–19.

Goodman, M. F. (2002). Error-prone repair DNA poly-
merases in prokaryotes and eukaryotes. Annu Rev
Biochem, 71, 17–50.

Grossman, L. and Wei, Q. Y. (1995). DNA-repair and epi-
demiologyof basal-cell carcinoma.ClinChem, 41, 1854–63.

Haber, J. E. (2000). Partners and pathways repairing a
double-strand break. Trends Genet, 16, 259–64.

Hamilton, S. R., Liu, B., Parsons, R. E., Papadopoulos, N.,
Jen, J., Powell, S. M. et al. (1995). The molecular basis of
Turcot’s syndrome. N Engl J Med, 332, 839–47.

Hanawalt, P. C. (2000). DNA repair. The bases for
Cockayne syndrome. Nature, 405, 415–6.

Hemminki, K., Xu, G. G., and LeCurieux, F. (2000). Re:
Markers of DNA repair and susceptibility to cancer in
humans: an epidemiologic review. J Natl Cancer Inst,
92, 1536–37.

Hickson, I. D. (2003). RecQ helicases: caretakers of the
genome. Nat Rev Cancer, 3, 169–78.

Hoege, C., Pfander, B., Moldovan, G. L., Pyrowolakis, G.,
and Jentsch, S. (2002). RAD6-dependent DNA repair is
linked to modification of PCNA by ubiquitin and
SUMO. Nature, 419, 135–41.

Hoeijmakers, J. H. (2001). Genome maintenance mechan-
isms for preventing cancer. Nature, 411, 366–74.

Holmes, A. M. and Haber, J. E. (1999). Double-strand
break repair in yeast requires both leading and lagging
strand DNA polymerases. Cell, 96, 415–24.

Howlett,N.G.,Taniguchi,T.,Olson,S.,Cox,B.,Waisfisz,Q.,
De Die-Smulders, C. et al. (2002). Biallelic inactivation of
BRCA2 in Fanconi anemia. Science, 297, 606–9.
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5.1 Introduction

The diverse cell types in multicellular organisms
have identical genotypes but are functionally and
morphologically different. This is due to differ-
ences in gene expression patterns which are estab-
lished during development and are subsequently
retained through mitosis. Stable alterations of this
kind are known as epigenetic modifications, which
are defined as heritable, but potentially reversible
changes in gene expression that occur without
alterations in the DNA sequence. In this chapter,
we will focus on two key epigenetic phenomena
that seemingly impact each other: DNA methyla-
tion and chromatin inheritance. Accumulating
evidence indicates that alterations in DNA methy-
lation and chromatin structure are linked to various
human diseases, such as cancer and mental

retardation syndromes. Elucidation of the epi-
genetic regulation of chromatin structure, DNA
methylation and gene expression in development
and in cancer can provide us with insights into the
underlying causes of such diseases.

5.2 DNA methylation

5.2.1 CpG islands

DNAmethylation involves the addition of a methyl
(–CH3) group to the 5 0 -carbon on a cytosine in
DNA and is a major contributor to the stability
of gene expression states (Figure 5.1). The majority
of 5-methylcytosine (5mC) in mammalian DNA
is present in the context of the CpG dinucleotide
(Riggs and Jones, 1983). However, non-CpG
sequences such as CpNpG (Clark et al., 1995) or
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non-symmetrical CpA and CpT sequences may
also exhibit methylation, but generally at a much
lower frequency. Non-CpG methylation is more
prevalent in mouse embryonic stem cells than in
somatic cells, plants, and fungi.

The distribution of 5mC and of the CpG dinu-
cleotide itself are neither uniform nor random. CpG
is the only dinucleotide to be severely under-
represented in the human genome, and this is
thought to be due to the decreased efficiency of
repairing thymine (T) rather than uracil (U), the
spontaneous deamination products of 5mC and
cytosine (C), respectively (Figure 5.1). Approx-
imately 70% of the CpGs that are present in the
genome are methylated, whereas the majority of
unmethylated CpGs occur in small clusters known
as CpG islands, which are often found within or
near promoters and first exons of genes (Bird, 1986).
CpG islands, which comprise 1–2% of the genome,
are sequences of approximately 0.5–4 kb in length,
with a GC content [(number of C basesþnumber of
G bases)/sequence length] of over 55% (in contrast
to a genome wide average of about 40%), and an
observed/expected ratio for the occurrence of
CpG� 0.65 {[number of CpG sites/(number of C
bases�number of G bases)]} (Gardiner-Garden
and Frommer, 1987, Takai and Jones, 2002.). There
are an estimated 45,000 CpG islands in the genome,
and approximately 50–60% of all genes contain a
promoter-associated CpG island (Antequera and
Bird, 1993a,b). While most CpG islands are unme-
thylated and associated with transcriptionally act-
ive genes, such as ‘housekeeping’ genes, certain
CpG islands are methylated, including those asso-
ciated with imprinted genes and genes on the
inactive X chromosome in females. Since the pro-
moter CpG islands of most genes are generally

unmethylated in the germline, they are less sus-
ceptible to deamination and thus have retained the
expected frequency of CpG dinucleotides. Con-
versely, the methylation of cytosines in the majority
of the genome makes them more susceptible to
mutation, which thereby reduces the overall fre-
quency of CpGs in the bulk genome (Bird, 1992).

5.2.2 Maintenance of DNA methylation

DNA methylation in mammals is carried out
by at least three DNA methyltransferase (DNMT)
enzymes known to be catalytically active out
of a family of five known members, DNMT1,
DNMT2, DNMT3A, DNMT3B, and DNMT3L
(Bestor, 2000; Robertson, 2002). These enzymes
exhibit two distinct functions but vary in their
abilities to perform one or the other. Maintenance
methyltransferase activity is responsible for copy-
ing methylation patterns onto newly synthesized
strands of DNA based on the methylation status of
the template parent strand (Figure 5.2). Thus a
pattern of methylated and unmethylated CpGs
along a DNA strand tends to be copied, and this
provides a way for passing epigenetic information
between cell generations. The second function,
de novo methylation, is responsible for the methy-
lation of CpG sites that were previously unmethy-
lated (Figure 5.2).DNMT1 isbelieved tobeprimarily
a maintenance methyltransferase, whereas de novo
methylation of DNA sequences is mediated by
DNMT3A and 3B. These methyltransferases have
also been shown to exhibit cooperativity in the
methylation of certain classes of DNA repeats.
Despite extensive in vitro and in vivo analysis of the
various DNMTs, the mechanisms by which specific
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Figure 5.1 Cytosine methylation and spontaneous deamination. A methyl group is added to the 5-carbon position of cytosine residues in DNA
to become 5-methylcytosine (5mC) in the DNA. 5mC can undergo spontaneous hydrolytic deamination to cause cytosine to thymine transition
mutations in DNA.
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DNA sequences are targeted for methylation by
the various DNMTs remain poorly understood
(Jones and Baylin, 2002).
In the adult, the amount and pattern of methyla-

tion are tissue- and cell type-specific, and ageing-
related methylation changes in CpG islands, such
as in the oestrogen receptor gene andMYOD1, have
been demonstrated. Variations in the methylation
patterns of certain genomic regions appear tissue-
specific and are reproducible after transmission
through the germline, suggesting that distinct blue-
prints for the tissue-specific regulation of methyla-
tion may exist in the homologous chromosomes.
The establishment and maintenance of methylation
patterns are hence regulated both temporally and
spatially.Disruption of properDNAmethylation has
been shown in several human disorders, including
ATRX (X-linked alpha-thalassaemia and mental
retardation), Fragile X, and ICF (Immune deficiency,
Centromeric instability, and Facial anomalies) syn-
dromes (Robertson, 2002).

5.2.3 Role in development

DNA methylation is essential for mammalian
embryogenesis and methylation patterns are estab-
lished during defined phases of development. The
methylation profile of the early embryo shows an
initial wave of genome wide demethylation, which
removes most of the pre-existing patterns of methyl-
ation inherited fromparental DNA, from fertilization

until the eight-cell stageof blastocyst formation (Reik
andWalter, 2001). This is followed after implantation
by a wave of de novomethylation.

The importance of DNMTs in development has
been clearly established by the generation of null
mice as well as by the study of the human ICF
syndrome. Dnmt1�/� mice die early in embryonic
development, and exhibit severe genomic hypo-
methylation. Furthermore, conditional deletion of
Dnmt1 from mouse fibroblasts results in p53-
dependent apoptosis and massive dysregulation of
gene expression. Mouse embryos having homozy-
gous Dnmt3A deletions die approximately four
weeks after birth. Dnmt3B�/� mice also die early in
embryonic development with a pronounced loss of
genomic DNA methylation in pericentromeric het-
erochromatin repeats. This defect is similar to that
seen in lymphocytes of ICF syndrome patients who
have immune defects that frequently lead to death at
an early age. Mutations of DNMT3B have been
found in themajority of patients with ICF syndrome.
Loss of DNMT3B function results in hypomethyla-
tion and chromatin decondensation of the repetitive
satellite DNA in pericentromeric heterochromatin
regions on chromosomes 1, 9, and 16, as well as
changes in gene expression (Robertson, 2002;
Geiman and Robertson, 2002). It is clear from these
observations that DNA methylation plays a critical
role in development, and that the disruption of
methylation can have detrimental consequences.

5.2.4 Functions of DNA methylation in
normal cells

DNAmethylation serves as an essential mechanism
for permanent, heritable silencing of gene transcrip-
tion in mammalian development, most notably
exhibited in genomic imprinting, transcriptional
silencing of parasitic sequence elements, and X-
chromosome inactivation (Walsh et al., 1998; Jones
and Baylin, 2002) (Figure 5.3).

An important regulatory role of DNA methyla-
tion has been established in genomic imprinting.
Differential DNA methylation is a critical signal for
mammalian gene imprinting, leading tomonoallelic
expression of these genes (Plass and Soloway, 2002).
The functional differences between the paternal
and maternal genomes are attributed to the differ-
ential expression of the respective alleles of several
dozen imprinted genes during development. In
many clusters of imprinted genes, one allele is
highly methylated and the other unmethylated or

Replication

Maintenance

De novo

Figure 5.2 Maintenance of cytosine methylation patterns. During
DNA replication, the methylation patterns are copied onto the newly
synthesized strands of DNA based on the template parental strand by
DNA methyltransferase (DNMT). De novo methylation involves the
addition of methyl groups on previously unmethylated CpG sites. Each
circle represents a CpG dinucleotide. Open circles are unmethylated
CpGs, while black circles are methylated CpGs. Grey circles represent
de novo methylated CpGs which can occur on either one or both
strands, the mechanism of which is still unclear. Interestingly,
DNMT3A was recently demonstrated to be a strand asymmetric
hemi-methylase by preferentially methylating one strand of DNA without
concurrent methylation of the CpG site on the complementary strand.
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methylated at only a small percentage of CpGs in a
1–5 kb CpG-rich differentially methylated region
(DMR). The methylation patterns of DMRs exhibit
gamete-specific differences, which are usually
partially retained during embryogenesis and
appeared generally to be the primary imprinting
mark (Ehrlich, 2003). The paternal alleles of theH19
(transforming-suppressing RNA) and Rasgrf1
(guanine nucleotide exchange factors) genes are
methylated in their 5 0 upstream regions in the male
germ cells during embryogenesis, whereas the
other known imprinted genes, such as Igf2r (anti-
apoptotic growth factor) and Snrpn (encodes Smn
protein involved in RNA splicing), acquire their
methylation imprints from the oocyte. Deletion of
such differentially methylated regions results in the
loss of imprinting (Li, 2002). The importance of
methylation in genomic imprinting has been well
demonstrated in homozygous mice with a targeted
disruption of Dnmt1, which can result in decreased
global methylation levels and major perturbations
in the expression of several imprinted genes. In
mutant embryos, the normally silent paternal allele
of the H19 gene is activated, whereas the normally
active paternal allele of the Igf2 gene and the active
maternal allele of the Igf2r gene are repressed (Li,
2002). These results suggest that a normal level of
DNA methylation is required to control differential

expression of the paternal and maternal alleles of
imprinted genes.
A prominent example of transcriptional regula-

tion by DNA methylation in genomic imprinting
involves the role of the CTCF protein at theH19/Igf2
in mice (Feinberg, 1999; Takai et al., 2001; Bird,
2002). CTCF, associated with transcriptional
domain boundaries, can safeguard a promoter from
being affected by remote enhancers. When CTCF
binds between the promoter and a downstream
enhancer, the maternally derived copy of the Igf2
gene becomes transcriptionally silent. In contrast,
these CpG-rich binding sites are methylated at the
paternal locus, which prevents CTCF from binding
and thus allows the activation Igf2 expression by the
downstream enhancer. Although the H19/Igf2
imprinting may involve additional processes, the
role of CTCF represents one of the clearest examples
of transcriptional regulation by DNA methylation
(Bird, 2002).
Methylation has also been implicated as a pos-

sible genome defence mechanism against mobile
genetic elements. CpG dinucleotides found outside
CpG islands are mostly methylated and many
of these CpGs reside within repetitive DNA
sequences or retrotransposons, such as endogenous
retroviruses, L1 and Alu sequences (Yoder et al.,
1997; Robertson and Wolffe, 2000). Since these

Genomic imprinting

Silencing of parasitic sequences

Hypermethylation of CpG islands 
of tumour suppressor genes

Global genomic 
hypomethylation

Mutagenicity
5mC residues

Normal cell Cancer cell

DNA
methylation

Tissue-specific methylation

X-Chromosome 
inactivation

Figure 5.3 DNA methylation in normal and cancer cells. In normal cells, DNA methylation is known to play important roles in tissue-specific
methylation, genomic imprinting, X-chromosome inactivation, and silencing of parasitic sequences. On the other hand, cancer cells are usually
found to be associated with hypermethylation of CpG islands of tumour suppressor genes, global genomic hypomethylation and increased
mutagenicity due to spontaneous deamination of 5mC residues.
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repetitive sequences comprise almost 40% of the
human genome, it has been proposed that DNA
methylation may have evolved as a genomic
defence system to suppress these sequences and
prevent their spread through the genome. DNA
retrotransposons may pose a significant threat to
the integrity and stability of the genome by medi-
ating recombination between non-allelic repeats,
which can cause chromosome rearrangements or
translocations, and actively integrating into and
disrupting genes (Robertson and Wolffe, 2000).
Many retrotransposons have potentially active
promoters that, if integrated within a transcrip-
tional unit, could result in internal initiation.
Depending on the orientation of the integration, the
consequences can vary and be quite harmful
(Yoder et al., 1997; Robertson and Wolffe, 2000).
The mobility of these retrotransposons depends on
the expression of their encoded genes. However,
the transcription of these genes has been shown to
be silenced by the methylation of retrotransposon
promoters. Apparently, methylation of the pro-
moters of intragenomic parasites can function to
inactivate these sequences and moreover, the
mutagenicity of 5mC can introduce C to T trans-
ition mutations resulting in the disabling of many
retrotransposons.
In female mammals, dosage compensation is

mainly achieved by X-chromosome inactivation, a
process that silences one of the two X chromosomes
during embryogenesis. An X chromosome is
converted from active euchromatin into transcrip-
tionally silenced and highly condensed hetero-
chromatin during inactivation through a sequence
of events that include the coating of the X chro-
mosome by XIST (X inactive specific transcript)
RNA, DNA methylation and histone modification
(Avner and Heard, 2001; Li, 2002). Recently, it was
shown that histone H3 lysine 9 (H3-K9) methyla-
tion is a very early event in the process of X inactiva-
tion. The choice of the inactive X chromosome and
initiation of the inactivation process also depend on
the expression of XIST RNA (a non-coding tran-
script that originates at the X inactivation centre
(XIC)), accumulation of this transcript, and then
spreading to coat the entire inactive X chromosome
(Avner and Heard, 2001; Li, 2002). This ultimately
leads to chromosome wide transcriptional silen-
cing, condensation and the late replication of the
inactive X. The expression of the XIST gene appears
to correlate with the methylation status of its pro-
moter, but XIST is unmethylated and expressed

from the inactive X, and methylated and silent on
the active X. In fact, in DNMT1�/� embryonic
stem cells, the normally silenced XIST gene on the
active X chromosome in males became reactivated
(Costello and Plass, 2001). It is still unclear whether
DNA methylation initiates the process in vivo or if
methylation is a secondary effect following the
formation of transcriptionally inactive chromatin.
Nevertheless, X-chromosome inactivation is an
important process which is mediated and con-
trolled by XIST RNA, DNA methylation, as well as
histone modification which will be discussed in
greater detail.

5.2.5 DNA methylation and transcriptional
repression

There are several ways by which DNAmethylation
may repress transcription (Karpf and Jones, 2002).
One mechanism involves DNA methylation steri-
cally hindering the binding of activating transcrip-
tion factors to gene promoters. Another mechanism
involves the activities of methyl-CpG binding
domain (MBD) proteins, which bind specifically to
methylated DNA and prevent subsequent binding
of transcription factors. Several members of this
protein family (MBD1, MBD2, and MeCP2) have
been shown to recruit transcriptional co-repressors,
including histone deacetylases (HDAC1 and 2) and
chromatin-remodelling activities (Sin3A and Mi-2),
tomethylatedDNA (Karpf and Jones, 2002). The last
mechanism of methylation silencing involves a
non-enzymatic transcriptional repression byDNMT
proteins (Karpf and Jones, 2002). Most DNMTs
(DNMT1, 3A and 3B) have been shown to contain
transcriptional repressor domains. Furthermore,
similar to MBDs, each of these DNMTs can recruit
HDACs and/or other co-repressor proteins to DNA
(Robertson andWolffe, 2000; Karpf and Jones, 2002).
Apparently, DNMTs and MBDs can also function
as direct repressors to help form transcriptionally
repressive chromatin structures.

5.3 Methods for detection of DNA
methylation

5.3.1 Methylation-sensitive restriction
enzymes for detection of DNA methylation

Methylation-sensitive and -insensitive restriction
endonucleases are widely used for studying DNA
methylation patterns of specific regions of DNA.
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One of the restriction enzymes of the isoschizomer
pair cleaves the DNA only when its target is unme-
thylated, whereas the other is insensitive to methy-
lated cytosines. The most common isoschizomers
used are the HpaII/MspI pair. Both enzymes cleave
the DNA at the CCGG target, but HpaII is unable to
cut when the second cytosine is methylated
(CmCGG) in a double-strandedDNA template.After
the DNA has been digested with methylation-
sensitive endonucleases, the methylation status of a
gene can subsequently be identified using Southern
blot hybridization or polymerase chain reaction
(PCR) procedures (Fraga and Esteller, 2002).

These methods for the quantification of DNA
methylation patterns are simple, rapid, and can be
used for any known sequence genomic DNA
region. Despite the fact that these methods are
extremely specific, their limitation to specific
restriction sites reduces their value.

5.3.2 Bisulfite methods for detection of DNA
methylation

Southern blot analysis of DNA digested with
methylation-sensitive restriction endonucleases has
previously been an indispensable tool in the study of
DNA methylation. However, they are unable to
provide the critical information required for a com-
plete understanding of the role ofmethylcytosine in a
more specific sequence context. These isoschizomer-
based methods have now been replaced by PCR
methods that are based on initial modification of
DNA with bisulfite. Bisulfite modification of the
DNA selectively deaminates cytosine residues into
uracil in genomic DNA, whereas the methylated
cytosine residues are resistant to this modification.
This bisulfite-modified DNA can then be used as a
template in a standardPCRusingprimers specific for
the gene of interest. Bisulfite genomic sequencing of
the resulting PCR product provides an accurate dis-
play of methylated cytosines, but may be technically
difficult and labour intensive. Various PCR methods
have been developed, includingmethylation-specific
PCR (MSP), methylation-sensitive single nucleotide
primer extension (Ms-SNuPE), real-time PCR-based
MethyLight, and methods based on the use of
restriction endonucleases, which are simple to use
but all suffer from the drawback that only a limited
number of CpG sites can be analysed in each assay
(Fraga and Esteller, 2002; Dahl and Guldberg, 2003).
Different methods which are commonly used to

detectDNAmethylation are compared in Table 5.1. It
is important to note that there is no one technique
or general approach that is universally superior to
the others, since the ultimate goals of quantitative
accuracy, sensitive detection, high local or global
informational content, compatibility with formalin-
fixed tissues and compatibility with automation are
not all found in a single or specific technique (Laird,
2003). Therefore, themethodof choicewill dependon
the desired application.

5.3.3 Techniques for global detection of
hypermethylated genes

In the past, the lack of sequence information and
the presence of multiple candidate genes in amp-
lified or deleted regions have hampered the rapid
identification of novel cancer genes. Fortunately,
with the availability of thehumangenome sequence,
the large insert genomic clone resources, and the
development of various new genomic scanning
techniques, there is now growing interest in the
discovery of novel cancer genes. Since most cancers
are associated with abnormally hypermethylated
genes, a large number of techniques have been
developed to screen the cancer cell genome for
these genes (Table 5.1). Some of these techniques
are aimed specifically at identifying genes by dis-
covering aberrantly hypermethylated CpG islands,
since the identification of these CpG islands will
allow the discovery of those genes disrupted dur-
ing tumour progression. Other techniques are
aimed at identifying regions of abnormal methy-
lation per se rather than specific genes (Table 5.1).
The search for differences between tumour tissue
and equivalent histologically normal tissue from
the same patient, as well as different stages of dis-
ease progression from various patients, has often
been of great interest to researchers. This type of
screening approach can lead to identification of
methylation markers that are useful for the sensit-
ive detection of disease or markers associated with
disease progression (Laird, 2003).

5.4 Chromatin inheritance

5.4.1 Histone modification and ‘histone code’

Transcription in mammalian cells does not occur
on naked DNA, but instead occurs in the context of
chromatin. The basic repeat unit of chromatin, the
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Table 5.1 Methods for detection of methylation patterns and methylation profiles

Technology Methylation
discrimination
principle

Quantitative/
qualitative

Application Disadvantages

Methylation patterns
MSPa Bisulfite conversion Qualitative Rapid sensitive detection of

methylation at specific
sequences

Poor resolution at
the nucleotide level

Ms-SNUPE Bisulfite conversion/
radioactive incorporation

Quantitative Detect specific CpG
methylation at specific
sequences

PCR bias/difficulty with
high CpG-rich regions

MethyLight Bisulfite conversion/
fluorescence-based,
real-time PCR

Quantitative Rapid high throughput
analysis of methylation at
specific sequences

Inability to distinguish in
detail different methylation
patterns in present at
the same location

COBRA Bisulfite conversion/
restriction enzyme
digestion

Semi-quantitative Analysis of methylation
status at specific regions in
any DNA sample

Confined to restriction
targets

Bisulfite-SSCP Bisulfite conversion/ SSCP Semi-quantitative Sensitive detection of
high-resolution
polymorphisms
in human coding loci

Detection of single-base
changes requires a minimal
level of alteration

In-tube fluorescence
melting curve

Bisulfite conversion/
melting analysis

Quantitative Detection of overall
methylation status of a
CpG island

No information is
provided on the methylation
status of individual cytosines

Bisulfite genomic
sequencing

Bisulfite conversion/cloning Qualitative Positive identification and
localization of
5mC in genomic DNA

Possible clonal selection bias

Methylation profiles
RLGS Restriction digestion/2D

fractional
electrophoresis

Qualitative Genomewide scan for changes
in DNA methylation in
CpG islands

CpG island detection are
sometimes not in the
promoter regions of genes

MS AP-PCR Restriction digestion/arbitrarily
primed PCR

Qualitative Rapid identification of CpG
islands that are differentially
methylated in different tissues

Most CpG islands detected
are not in the promoter
regions of genes

DMH Restriction digestion/CpG
island array hybridization

Qualitative Identification of
hypermethylated sequences
in tumour cells

Defining exact transcriptional
start site can be laborious

Gene re-expression
arrays

Drug agent activation
(5-Aza-CdR, TSA)/cDNA
microarray analysis

Qualitative Detection of hypermethylated
sites is linked to the
transcriptional status
of genes

Identifying hypermethylated
CpG island, which is
associated with the gene
promoter, requires genomic
databases

MSO Bisulfite conversion/
oligonucleotide
microarray analysis

Quantitative Rapid screening of multiple
CpG sites in many
gene promoters

Possible cross-hybridization
between imperfect-match
probes and targets

ICEAMP Methyl-CpG binding
column/subtractive
hybridization

Qualitative Identification methylation
changes in genomic
regions during tumorigenesis

Possible PCR amplification
bias; may not detect all
methylation changes in
or near a repetitive element

MCA-RDA Restriction
digestion/subtractive
hybridization

Qualitative Detect large numbers of
CpG islands which are
mostly associated with genes

Defining exact transcriptional
start site can be laborious

a MSP¼methylation-sensitive PCR; Ms-SNUPE¼methylation-sensitive single nucleotide primer extension; COBRA¼ combined bisulfite
restriction analysis; Bisulfite-SSCP¼ bisulfite single-strand conformation polymorphism; RLGS¼ restriction landmark genomic scanning;
MS AP-PCR¼methylation-sensitive arbitrarily primed polymerase chain reaction; MSO¼methylation-specific oligonucleotide; ICEAMP¼
identification of CGI exhibiting altered methylation patterns; MCA-RDA¼methylated CpG island amplification/representational difference analysis.



nucleosome, includes two copies of each of the four
core histones H2A, H2B, H3, and H4 wrapped by
146 bp of DNA. Chromatin is not uniform with
respect to gene distribution and transcriptional
activity and is packaged as heterochromatin and
euchromatin. Heterochromatin represents a tightly
packed, condensed conformation and is usually
associated with transcriptional inactivity. On the
other hand, euchromatin contains less condensed
regions of chromosomal DNA and is generally
associated with transcriptional activity. Histones
are basic proteins consisting of a globular domain
and a ‘tail’ that protrudes out of the nucleosome.
Epigenetic processes, such as histone modifications
on the N-terminal tails and chromatin remodelling,
have recently been shown to cooperate to control
chromatin structure and ultimately cellular pro-
cesses such as gene expression and DNA methy-
lation itself. These histone tails are targets for
diverse post-translational modifications, which
include acetylation, phosphorylation, methylation,
ubiquitination, and ADP-ribosylation (Geiman and
Robertson, 2002; Lachner et al., 2003). The roles of
acetylation, phosphorylation, and methylation of
various amino residues on histones H3 and H4
have been described (Lachner et al., 2003).

The acetylation and deacetylation of conserved
lysine residues present in histone tails has long
been linked to transcriptional activity and has been
the most studied histone modification. Histone
acetyltransferases (HATs) acetylate lysine residues
to create an accessible and open chromatin config-
uration that facilitates transcriptional activity,
whereas histone deacetylases (HDACs) remove
acetyl groups to facilitate chromatin compaction
that leads to transcription repression. Histone
deacetylase inhibitors, such as trichostatin A (TSA),
can activate the transcription of certain genes.
Methylation of lysine residues on the histone tails
of H3 and H4 appears to provide an additional
layer of control over the chromatin structure, and
ultimately over gene expression. A group of histone
methyltransferases (HMTase) is responsible for
catalysing histone lysine methylation (Lachner and
Jenuwein, 2002). Members of this group contain a
conserved SET domain that is flanked by cysteine-
rich regions. Some of the more prominent histone
tail modifications include the acetylation of lysine 9
and methylation of lysine 4 (specifically, trimethy-
lation of lysine 4; Santos-Rosa et al., 2002) of histone
H3, both of which were shown to be associated
with an open chromatin configuration. In contrast,

methylation of lysine 9 of H3 (H3-K9) is a marker of
condensed, inactive chromatin as with the inactive
X-chromosome and is also found to be associated
with aberrant gene silencing in cancer cells. The
link between H3-K9 methylation and repressive
chromatin is clearly evident, however this hetero-
chromatin is shown to be associated with lack of
transcriptional initiation but not inhibition of
elongation by RNA polymerase II (Nguyen et al.,
2002).
It is becoming increasingly apparent that char-

acteristic modification patterns, or combinations
thereof, constitute a code that defines actual or
potential transcriptional states (Wu and Grunstein,
2000; Jenuwein and Allis, 2001). The histone code
hypothesis predicts that a pre-existing modification
affects subsequent modifications on histone tails,
and that these modifications act as marks for the
recruitment of different proteins or protein com-
plexes to regulate various chromatin functions,
such as gene expression, chromosome segregation,
and DNA replication (Strahl and Allis, 2000). In
order to realize its full information carrying
potential, the code must use various combinations
of modifications. This requires not only proteins
that can read such combined modifications, but
also mechanisms by which they can be initiated
and maintained. This intricate interplay between
various covalent modifications occurring in differ-
ent sites on the histone tails appears to ultimately
impact gene expression.

5.4.2 Chromatin remodelling and DNA
methylation

DNA methylation and histone modification are
vital to the control of gene expression. However,
chromatin remodelling proteins also play a crucial
role in the regulation of this process. The SNF2
family of chromatin remodelling proteins, which
utilize adenosine triphosphate (ATP) to alter the
structure of chromatin through the disruption of
the histone/DNA contacts, acts in various cellular
processes such as gene expression, replication,
DNA repair and recombination (Geiman and
Robertson, 2002). Depending on the SNF2 factor
and the proteins with which it interacts, SNF2
family members function in transcriptional activa-
tion as well as repression. Some of these family
members have been connected recently to the pro-
cess of maintaining proper DNA methylation
patterns in organisms as diverse as Arabidopsis
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thaliana and humans (Geiman and Robertson,
2002).
The first connection between a member of the

SNF2 helicase/ATPase family and DNA methyla-
tion was the A. thaliana protein DDM1 (decrease in
DNA methylation). Mutation of this gene results in
a 70% reduction in global DNA methylation levels,
which becomes more pronounced with successive
generations. In DDM1 mutants, this loss of DNA
methylation altered the expression and mobility of
transposable elements, most likely by disrupting
the formation of silent heterochromatin. TheDDM1
gene is closely related to the mammalian lymphoid
specific helicase (Lsh) (Hells, PASG) gene, which
was first identified as an SNF2 helicase family
member highly expressed in fetal thymus and
activated lymphocytes. Mice with a homozygous
deletion of Lsh show perinatal lethality and global
defects in the level of DNA methylation, both in
repetitive elements and single copy genes. Chro-
matin remodellers, such as DDM1 and Lsh,
appeared to be important in the control of genomic
DNA methylation levels, as evidenced by the
substantial loss of methylation in both DDM1 and
Lsh mutants (Robertson, 2002; Geiman and
Robertson, 2002).
Another member of the SNF2 family of chro-

matin remodelling proteins is ATRX, the gene for
which is mutated in alpha-thalassaemia mental
retardation, x-linked (ATRX) syndrome (Gibbons
et al., 2000). Mutation of the ATRX gene on the
X chromosome leads to an unusual form of tha-
lassaemia, presumably due to a 30–60% decrease in
alpha globin gene expression levels. Even though
there are no changes in the methylation pattern of
the alpha globin gene in ATRX patients, both
hyper- and hypomethylation changes in highly
repetitive elements such as satellite DNA have been
demonstrated (Gibbons et al., 2000; Geiman and
Robertson, 2002).
Apparently, both of these chromatin remodelling

family members are essential for proper DNA
methylation. However, the mechanisms by which
they function may differ, probably due to a differ-
ent complement of interacting proteins. This con-
nection between chromatin remodelling and DNA
methylation supports the notion that there are
multiple layers of epigenetic modifications to her-
itably modulate gene expression.
Chromatin structure is closely linked to gene

expression, and deregulation of chromosome-
remodelling activity may thus interfere with many

critical cellular processes, resulting in development
of disease (Luo and Dean, 1999). A classic example
demonstrating the cancer-chromatin connection is
the fact that a well-known tumour suppressor,
retinoblastoma gene (RB), is closely linked to his-
tone deacetylation. Most RB mutants found in
cancers affect the integrity of the pocket, which is
the region that binds to HDAC1 and HDAC2.
Hence, RB mutants are no longer able to recruit
histone deacetylases to maintain a repressed chro-
matin structure. Another example is acute pro-
myelocytic leukaemia which is caused by a
chimeric mutant of the retinoic acid receptor asso-
ciated with HDAC1. Treatment of patients with
acute promyelocytic leukaemia with a histone
deacetylase inhibitor and retinoic acid re-induced
remission (Robertson, 2000). Finally, the finding
that dermatomyositis-specific autoantigen Mi2 is a
component of a complex containing histone
deacetylase and nucleosome remodelling activities
further demonstrates the broad spectrum of dis-
eases associated with deregulation of chromatin
structure (Zhang et al., 1998; Luo and Dean, 1999).

5.4.3 Link between DNA methylation and
chromatin structure

Cytosine methylation changes the interactions
between proteins and DNA, leading to alterations
in chromatin structure and either a decrease or an
increase in the rate of transcription. The processes
of histone deacetylation and DNA methylation are
tightly linked through protein complexes contain-
ing DNMTs and HDACs. This link provides a
plausible mechanism between DNA methylation
and histone deacetylation in transcriptional repres-
sion, since the recruitment of DNMTs and their
associated HDACs to methylated DNA would
cause local deacetylation of core histone tails,
thereby resulting in tight chromatin compaction
and limited access of transcription factors to their
binding sites (Robertson and Wolffe, 2000).

Recently, four of the methyl-CpG binding
domain-containing proteins MeCP2, MBD1, MBD2,
and MBD3, have been associated with aspects of
the chromatin remodelling machinery in addition
to HDACs. In Xenopus eggs, for instance, MBD3 is
a component of the Mi-2 chromatin remodelling
complex which also includes Rpd3 (Xenopus
HDAC1/2) and two Rb-associated histone-binding
proteins, RbAp46/48 (Robertson and Wolffe, 2000).
The mechanistic link between DNA methylation
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and histone deacetylation has also been supported
by combination treatment of tumour cells with the
DNA methyltransferase inhibitor, 5-aza-2-
deoxycytidine (5-Aza-CdR), and the histone dea-
cetylation inhibitor, trichostatin A (TSA). Treatment
of cells with low doses of 5-Aza-CdR resulted in a
low level of gene re-expression and minimal
demethylation of hypermethylated CpG-island-
associated genes. Interestingly, a combination of
5-Aza-CdR and TSA resulted in robust activation of
these same genes, whereas TSA alone had no effect.
This supports the idea that DNA methylation and
histone deacetylation worked co-operatively to
silence gene transcription.

Histone methylation provides another crucial
link to associations between DNA methylation and
chromatin modification processes. In Neurospora
crassa, mutations of the DIM-5 (defective in
methylation 5) gene, which encodes a SET domain-
containing H3-K9 methyltransferase, result in the
complete loss of genomic DNA methylation
(Tamaru and Selker, 2001). When wild-type Neu-
rospora H3-K9 is replaced by H3 with an altered
amino acid at position 9 that cannot be methylated,
the genomic DNA methylation is also reduced.
Specifically, it was shown that trimethylated H3-
K9, not dimethylated H3-K9, marks the chromatin
regions for cytosine methylation and that DIM-5 is
the enzyme responsible for creating this mark
(Geiman and Robertson, 2002). Similar observa-
tions were made in A. thaliana, in which mutations
of an H3-K9 methyltransferase [encoded by kryp-
tonite (kyp)] abolished methylation of CpNpG sites,
but not CpG sites. Furthermore, the loss of DNA
methylation in DDM1 mutants in Arabidopsis may
be a consequence of reduced H3-K9 methylation in
heterochromatin. Interestingly, the DNMT chro-
momethylase 3 (CMT3) was also shown in Arabi-
dopsis to interact with the methyl–lysine binding
protein, heterochromatin protein 1 (HP1), thereby
providing a specific mechanism for directing DNA
methylation to regions of the genome marked by
histone methylation (Jackson et al., 2002; Geiman
and Robertson, 2002). In both of these organisms,
it appears that the establishment and maintenance
of DNA methylation is dependent upon histone
H3-K9 methylation and may represent a common
epigenetic mechanism in eukaryotes (Figure 5.4).

Histone H3 lysine 9 methylation and DNA
methylation are generally both associated with
transcriptionally silent heterochromatin. Methy-
lated lysine 9 of histone H3 is a binding site for

HP1, and the histone H3 lysine 9 methyltransferase
SUV39H1 co-localizes and interacts with HP1 in
regions of heterochromatin (Lachner et al., 2001).
As a major component of heterochromatin, HP1
contributes to the establishment and maintenance
of the transcriptionally repressed state of hetero-
chromatin. In murine embryonic stem cells, it is
interesting to find that DNMT3 proteins co-localize
with HP1 to pericentromeric heterochromatin
regions, indicating that DNA methylation may be
targeted to heterochromatic sites through HP1
(Geiman and Robertson, 2002). Therefore, in
addition to methylation abilities, DNA methyl-
transferases may function as transcriptional
repressors and serve as scaffolds to direct other
chromatin-modifying activities in establishing het-
erochromatin. MeCP2 was also recently demon-
strated to be associated with H3-K9 methylation
in vitro as well as in vivo, thereby providing another
mechanistic bridge between DNA methylation and
histone methylation in establishing the repressed
state. Furthermore, MBD1, which possesses an
MBD involved in mediating DNA methylation-
dependent transcriptional repression, was shown
to direct SUVH1–HP1 complex to methylated DNA
regions, suggesting a potential pathway from DNA

Histone (K9) 
methylation

Cytosine
methylation

SAM

MBDs
HDAC
H3-K9 methylase

HP1
DNMTs

Figure 5.4 Complex interplay between two epigenetic marks of
heterochromatin: histone H3 lysine 9 methylation and cytosine
methylation. The establishment of permanent, heritable silencing of
gene transcription and heterochromatin involves the intimate
connection between histone H3 lysine 9 methylation and cytosine
methylation, irrespective of which comes first. Recent evidence from
N. crassa and A. thaliana suggests that histone H3 lysine 9
methylation, specifically trimethylated lysine 9, drives cytosine
methylation, presumably through heterochromatin protein 1 (HP1) and
DNA methyltransferases (DNMTs). The mechanism by which this
occurs in mammalian cells is still unclear. Cytosine methylation may
also facilitate histone H3 lysine 9 methylation through methyl-CpG
binding domain proteins (MBDs), histone deacetylases (HDACs), and
histone H3 lysine 9 methylase (H3-K9 methylase), thereby reinforcing
the repressive function of these two distinct epigenetic markers.
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methylation to histone methylation for epigenetic
gene regulation. To further corroborate the idea
that cytosine methylation directs H3-K9 methyla-
tion, it was shown that DNA methylation precedes
and controls H3-K9 methylation and hetero-
chromation in Arabidopsis using DDM1 and
MET1 (encodes a maintenance methyltransferase)
mutants. Even though this appeared to contradict
previous results in Neurospora crassa and Arabi-
dopsis, which show that DNA methylation is
dependent on H3-K9 methylation, this discrepancy
may be due to differences in the function between
the methylases involved (Robertson, 2002; Geiman
and Robertson, 2002).
Together, these data provide new insights into

the link identified between DNA methylation and
histone methylation and open up new avenues by
which DNA methylation might be connected to the
chromatin structure to bring about gene silencing.
Nevertheless, the mechanism by which histone
methylation regulates CpG methylation in mam-
malian cells is still unknown. It is also yet to be
determined whether the maintenance of DNA
methylation patterns depends on histone methyla-
tion or vice versa in mammalian cells. Since
mammalian cells contain several CpG methyl-
transferases and H3-K9 methyltransferases, the
interaction is likely to be more complicated than
that in Neurospora and Arabidopsis. The molecules
that target histone methyltransferases and DNA
methyltransferases to specific genomic loci also
remain to be elucidated (Geiman and Robertson,
2002).

5.5 Cancer epigenetics

Aberrant patterns of cytosine methylation have been
found to be associated with an increasing number of
cancers over the past few decades. Two distinct pat-
terns have been well described: (1) global genomic
hypomethylation (loss of methylation at normally
methylated sequences) and (2) localized hyper-
methylation(gainofmethylation)usually innormally
unmethylated CpG islands (Jones and Laird, 1999;
Jones and Baylin, 2002). These disparities can be
found together in a single tumour, yet the overall
effect is commonly a drop in total methylation levels.
It is currently unknown whether genomic hypo-
methylation and CpG island hypermethylation are
linked by a commonunderlyingmechanismor result
from distinct abnormalities in the cancer cell. How-
ever, both of these changes in methylation patterns

can precedemalignancy, suggesting that they are not
simply a consequence of themalignant state (Costello
and Plass, 2001). In addition, the mutagenicity of
5mC and secondary effects of DNAmethylation can
also influence tumorigenesis via different mechan-
isms (Figure 5.3).

5.5.1 CpG island hypermethylation in tumour
suppressor genes

CpG island hypermethylation in the promoter
regions of cancer-related or tumour suppressor
genes has been commonly associated with their
silencing. Since methylation of the associated CpG
islands correspondswith inactivation of these genes
in the tumours, hypermethylation has been inclu-
dedas an alternativemechanism togeneticmutation
and/or deletion in eliciting allelic gene silencing of
tumour suppressor genes in cancer (Jones and
Laird, 1999). Abnormal methylation of CpG islands
can efficiently repress transcription of the asso-
ciated gene in a manner similar to mutations and
deletions, thereby acting as one of the ‘hits’ in the
Knudsen two-hit hypothesis for tumour generation
(Jones and Laird, 1999; Baylin and Herman, 2000;
Jones and Baylin, 2002). Biallelic inactivation of a
tumour suppressor or cancer-related gene may
result from either genetic and epigenetic mechan-
isms alone or combinations thereof. Interestingly,
demethylating agents are capable of restoring gene
activity and tumour suppressor function in cul-
tured tumour cells. Numerous genes involved in
fundamental pathways, such as cell cycle regula-
tion,DNArepair, drug resistanceanddetoxification,
differentiation, apoptosis, angiogenesis, metastasis,
and invasion, have been shown to be inappro-
priately silenced by methylation (Table 5.2)
(Momparler and Bovenzi, 2000; Costello and Plass,
2001; Esteller, 2002; Das and Singal, 2004). It is clear
that hypermethylation is a significant alteration in
the cancer genome but the mechanisms responsible
for eliciting this change are not well understood.

Two models have been suggested for the abnor-
mal CpG island methylation of various tumour-
suppressor genes in cancer (Costello and Plass,
2001; Jones and Baylin, 2002). One proposed
mechanism involves the loss of protective factors
that normally bind to CpG islands and prevent
them from methylation. The protective factors,
such as structural proteins or transcription factors,
could compete with DNMTs for sites within the
CpG island to prevent methylation. An example
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Table 5.2 Genes abnormally methylated in human cancers

Function Gene

abbreviation(s)

Genes Tumour type(s) Location

Apoptosis DAPK1 Death associated

protein kinase

Uterine, cervix, lymphoma, colon, lung 9q34.1

CASP8 Caspase 8 Primary PNET/ medulloblastoma 2q33-34

PYCARD (TMS1) Target of methylation

induced silencing

Breast 16p11.2-12.1

Angiogenesis Cell cycle THBS1 Thrombospondin-1 Glioblastoma multiforme 15q15

RB1 Retinoblastoma Glioblastomas 13q14

CDKN2A (p14ARF) p14 Alternative reading frame of CDKN2A Colorectal, stomach, kidney 9p21

CDKN2A (p16) Cyclin-dependent kinase 2A Solid tumors 9p21

CDKN2B (p15) Cyclin-dependent kinase 2B Haematological malignancies 9p21

CDKN1B (p27/KIP1) p27/KIP1 Melanoma 12p13

TP73 (p73) p73 (TP73) Lymphomas 1p36

SFN (14–3–3–�) Stratifin Breast, gastric, colorectal, hepatocellular 1p

Differentiation MYOD1 Myogenic differentiation

antigen-1

Colorectal 11p15.4

PAX6 Paired box gene 5 Colon, bladder 11p13

RARB Retinoic acid receptor Nasopharyngeal 3p24

WT1 Wilms’ tumour 1 Wilms’ Tumour 11p13

DNA repair MLH1 Human MutL homologue 1 Colon, gastric 3p23–p21.3

MGMT O-6-methylguanine-DNA

methyltransferase

Colon, gastric, lymphoma 10q26

Detoxification/drug resistance GSTP1 Glutathione S-transferase � Breast, prostate, kidney 11q13

ABCB1 (MDR1) Multi-drug resistance 1 Human T cell leukaemia 7q21.1

Invasion/metastasis CDH1 E-cadherin Breast, gastric, leukaemia 16q22.1

CDH13 H-cadherin Colorectal, breast, lung 16q24

TIMP3 Tissue inhibitor of

metalloproteinase 3

Colon, renal 22q12.3

SERPIN5 Maspin (protease inhibitor 5) Breast 18q21.3

PGR Progesterone receptor Breast, prostate 11q22

RASSF1 Ras association domain family

member 1

Nasopharyngeal, ovarian, renal 3p21.3

STK11 (LKB1) Serine/threonine protein kinase 11 Colon, breast 19p13.3

Signal transduction APC Adenomatous polyposis of the colon Colon, gastric 5q21–22

PTEN Phosphatase and tensen homologue

deleted on chromosome 10

Prostate 10q23.3

AR Androgen receptor Prostate Xq11-12

ESR1 Estrogen receptor 1 Breast 6q25.1

PGR Progesterone receptor Breast, prostate 11q22

RASSF1 Ras association domain family

member 1

Nasopharyngeal, ovarian, renal 3p21.3

STK11 (LKB1) Serine/threonine protein kinase 11 Colon, breast, lung 19p13.3

Transcription/transcription

factors

VHL Von Hippel-Lindau syndrome Renal, haemangioblastoma 3p26–p25

HIC1 Hypermethylated in cancer Breast 17p13.3

BRCA1 Breast cancer, type1 Breast, ovarian 17q21

CD2 (SRBC) BRCA1-binding protein Breast, lung 1p15

SYK Spleen tyrosine kinase Breast, lymphoblastic leukaemia 9q22

SOCS1 Suppressor of cytokine signalling 1 Hepatoblastomas; multiple

myeloma

16p13.13

Other CD44 CD44 antigen Prostate 11pter–p13

PTGS2 (COX2) Cyclo-oxygenase 2 Colon, gastric 1q25.2-25.3

CACNA1G Calcium channel, voltage dependent,

T type, alpha-1G subunit

Colorectal, gastric 17q22

CALCA Calcitonin Chronic myelogenous leukaemia 11p15.2-15.1

FHIT Fragile histidine triad gene Oesophageal, cervical, breast 3p14.2

TERT Telomerase reverse transcriptase Colorectal 5p15.33

TMEFF2 (TPEF/HPP1) Transmembrane protein containing

epidermal growth factor and

follistatin domains

Bladder, colon 2q33

CSPG2 Chondroitin sulphate proteoglycan 2 Colon 5q12-14

PRDM1 (RIZ1) Retinoblastoma protein -interacting

zinc finger

Breast, liver, Nasopharyngeal 1p36



supporting this mechanism is the SP1 transcription
factor, whose recognition sites for binding are
usually found within most CpG islands, and
mutation of its site in transgenic mice resulted in
methylation of the associated transgene CpG
island. Nevertheless, in SP1�/� mouse embryos,
CpG islands remain unmethylated. Undoubtedly
other transcription factors may function in a similar
matter. However, the fact that even CpG islands
from non-expressed genes remain unmethylated in
normal cells suggests that factors other than those
associated with active transcription may also
function to protect some CpG islands from
methylation (Costello and Plass, 2001).
In human tumour cells, the loss of protective

factors may provide a mechanism by which methy-
lation can spread into the CpG island from flanking
densely methylated sequences that often contain Alu
elements. Even though most CpG islands of tumour
suppressor genes are unmethylated in normal tis-
sues, these islands are embedded between heavily
methylated flanking regions containing multiple
Alu repeats. Together, these findings suggest that
abnormal CpG island methylation in cancer can
possibly result from the loss of protective factors and
the encroachment of methylation from flanking
methylated regions through the boundaries that
apparently exist at both ends of the unmethylated
CpG island (Costello and Plass, 2001).
Anothermodel suggests that aberrant CpG island

methylation is an active process and functions
primarily to maintain gene silencing (Clark and
Melki, 2002). There is considerable evidence show-
ing the overexpression of all DNMTs at the mRNA
level in several cancers, and increased DNMT1
expression in normal human fibroblasts cause
aberrant de novo methylation of CpG islands and
promote cellular transformation in NIH3T3 cells.
Conversely, low levels of DNMT1 appear to have
protective effects. For instance, hypomorphic alleles
of Dnmt1 lead to the complete suppression of
intestinal polyp formation in Min mice, which are
genetically predisposed to colonic polyp formation.
Furthermore, inhibition of the methyltransferase
using an antisense to DNMT1 reduces the tumor-
igenicity of murine adrenocortical tumour cells.
However, other reports indicate that there is
no correlation between CpG island hypermethyla-
tion and DNMT1 levels. Alterations in DNA func-
tion will result in gains and losses in DNA
methylation as well as cause variations in DNA
methylation pattern (Costello and Plass, 2001).

5.5.2 Global genomic hypomethylation

Malignant cells can have 20–60% less genomic 5mC
than their normal counterparts (Lapeyre and
Becker, 1979; Gama-Sosa et al., 1983). Global DNA
hypomethylation has also been reported in almost
everyhumanmalignancy. Interestingly, themajority
of hypomethylation events occur in repetitive ele-
ments localized in satellite sequences or centromeric
regions, which are normally methylated. In
tumours, the extent of genome wide hypomethy-
lation parallels closely the degree of malignancy,
although this may be tumour type-dependent. In
various tumours, such as breast, cervical, ovarian,
and brain tumours, hypomethylation increases
progressively with increasing tumour grade
(Gama-Sosa et al., 1983; Costello and Plass, 2001). In
addition, another study on breast lesions demon-
strated a significant correlation between the extent
of hypomethylation and disease stage, tumour size,
and degree of malignancy (Soares et al., 1999).
Hence, hypomethylation may have prognostic use
as a biological marker.

DNA hypomethylation can contribute to tumor-
igenesis in several ways. Loss of methylation in
cancers could induce expression of the normally
repressed transposons scattered throughout the
genome, leading to deleterious transposition events
(Yoder et al., 1997). There is evidence that cancer-
related hypomethylation results in increased
expression of some of these elements, but whether
this increased expression is harmful to the genome
either directly or through transposition of the ele-
ments is not clear. Secondly, genomic hypo-
methylation in cancer has been linked to
chromosome instability, and may favour mitotic
recombination leading to loss of heterozygosity
(LOH), as well as promoting karyotypically detect-
able rearrangements. Though genomic demethy-
lation may be protective against some cancers such
as intestinal tumours in the ApcMin mouse model
(Laird et al., 1995), it may act as a double-edged
sword by also promoting chromosome instability
and LOH, as well as increasing the risk of cancer in
other tissues, as seen in hypomethylated mutant
mice (Chen et al., 1998). Thirdly, although evid-
ence for activation of oncogenes by specific gene
demethylation in cancer is poor, hypomethyl-
ation has been reported in the coding regions of
some oncogenes, including MYC and HRAS.
Hypomethylation has also been reported to be
responsible for the activation of MAGE and related
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genes. These genes are germline-specific and their
promoters are normally methylated and silent in
all adult somatic tissue but can become aberrantly
activated in a number of tumours. Finally, the loss
of methyl groups can affect imprinted genes, such
as the H19/IGF2 locus, where the disturbance of
methylation may cause overexpression of IGF2
and loss of H19 in certain childhood tumours
(Feinberg, 1999). All four mechanisms mentioned
above are possible means in which hypomethyla-
tion can contribute to tumorigenesis (Esteller and
Herman, 2002).

5.5.3 Mutagenesis of 5-methylcytosine

Cytosine methylation can also influence tumori-
genicity via mechanisms other than through
hypo- and hypermethylation. 5mC can undergo
spontaneous hydrolytic deamination to cause C
to T transition mutations and an estimated 31%
of germline mutations which lead to genetic dis-
orders can be attributed to 5mC to T transitions
at methylated CpG dinucletotides. Moreover, a
high incidence of C to T transition mutations
occurring at methylated cytosines was also
observed in the human TP53 tumour suppressor
gene in somatic cells (Jones and Baylin, 2002).

The spontaneous deamination of 5mC to T gen-
erates a G/T mismatch, which can be recognized
and repaired by G/T mismatch thymine DNA
glycosylase. This type of transition mutation may
also arise from the spontaneous deamination of
cytosine to uracil, generating a G/U mismatch,
which can be recognized by uracil DNA glycosy-
lase. An accumulation of either G/U or G/T mis-
matches, which are not appropriately repaired by
their respective enzymes, uracil- (or thymine) DNA
glycosylases, will increase the frequencies of C to T
transition mutations in the genome (Bender et al.,
1998). Studies have shown that bacterial methyl-
transferases can enhance C to T transition muta-
tions by blocking the repair of G/U mismatches by
uracil DNA glycosylase, and can mediate 5mC to T
transition mutations at CpG dinucleotides
under specific conditions which include increased
DNMT expression or decreased cellular S-
adenosylmethionine (SAM) levels. There is,
however, no evidence as yet that this particular
SAM-deficient mechanism plays a significant role
in inducing mutation in human cells. The major
cause of the high mutation rate at CpG dinucleo-
tides is still likely to be spontaneous deamination of

5mC (Laird and Jaenisch, 1994; Bender et al., 1998;
Pfeifer et al., 2000).
There are other causes for mutation induction

secondary to DNA methylation. For instance, the
UV absorption wavelength of cytosine is shifted by
methylation into the range of incident sunlight,
thereby increasing CC to TT mutations that com-
monly occur in skin cancers. In addition, methy-
lated CpG dinucleotides show enhanced binding of
benzo[a]pyrene diol epoxide and other carcinogens
found in tobacco smoke, which causes DNA adduct
formation and G to T transversion mutations.
Methylation can therefore directly contribute to the
induction of mutations that cause cancer (Jones and
Baylin, 2002).

5.6 Reversal of epigenetic
modifications as a cancer therapy

Inactivation of tumour suppressor genes by genetic
and epigenetic mechanisms are functionally equi-
valent in many ways. However, there are some
fundamental differences between these two path-
ways that may be potentially important for anti-
cancer therapy. Genetic hits confer a fixed,
irreversible state of gene inactivation, whereas
epigenetic events do not change the information
content of the affected genes and are potentially
reversible. This feature makes epigenetic mod-
ifications good targets for therapeutic interventions
in cancer patients. Epigenetic silencing may be
alleviated at two different levels: inhibition of DNA
methylation and inhibition of chromatin modifica-
tion. Many inhibitors of DNA methylation or his-
tone deacetylase are available that can modulate
gene transcription in vitro and in vivo (Worm and
Guldberg, 2002).
A potent specific inhibitor of DNA methylation,

5-Aza-CdR, has been widely used as a demethy-
lating agent in vitro. 5-Aza-CdR is specific inhibitor
of DNA methyltransferase, which forms an irre-
versible covalent complex with the enzyme after
incorporation into DNA (Christman, 2002). 5-Aza-
CdR exhibits promising activity as an anticancer
agent, and is used clinically in the treatment of
acute leukaemias and myelodysplasia. However,
this demethylating agent and its ribo analogue,
5-azacytidine (5-Aza-CR), are unstable in neutral
aqueous solutions and quite toxic, thereby com-
plicating their clinical use. Zebularine, a cytidine
analogue, was shown recently to be a stable,
minimally toxic demethylating agent capable of
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reactivating an epigenetically silenced gene by
oral administration in tumours grown in nude
mice (Cheng et al., 2003). Other drugs include
the antihypertensive and antiarrhythmic agents,
hydralazine and procainamide respectively, both of
which are non-nucleoside analogues that have been
shown to inhibit DNA methylation and reactivate
silenced genes in cultured cells and in mice.
Inhibition of DNA methylation as a target for can-
cer therapy is further supported by the interesting
observation that antisense to DNMT1 shows in vitro
antitumour activity and some potential to reverse
the malignant phenotype. This antisense oligonu-
cleotide also inhibits tumour growth in an animal
model. Likewise, cell culture experiments have
shown that histone deacetylase inhibitors (i.e.
butyrates, suberoylanilide hydroxamic acid
(SAHA), valproic acid (VPA)) can reactivate a range
of epigenetically silenced genes, and several of
these agents are now in clinical trials (Marks et al.,
2001). Unfortunately, a major problem of drugs
targeting the DNA methylation or histone methy-
lation machineries is the lack of specificity (Worm
and Guldberg, 2002). The potential activation of
genes that are normally silenced, but contribute to
tumour initiation or progression in the activated
state, may significantly limit the beneficial effects of
these drugs. Future studies need to address these
concerns and to focus on developing better strat-
egies to reactivate specific genes.

5.7 Conclusions

DNA methylation is critical for the permanent,
heritable silencing of gene transcription in mam-
mals. Exciting new observations point to the
importance of multiple layers of epigenetic mod-
ifications in the control of chromatin structure
and gene expression. The complexities of the
silencing process are just beginning to be eluci-
dated in relation to other epigenetic mechanisms,
and the complex interplay between these various
epigenetic mechanisms will need to be investigated
further.
With all the recent discoveries related to the

interactions between DNMTs with various proteins
or protein complexes, the roles of the methylation
machinery in transcriptional regulation, chromatin
structure, DNA repair, and genome stability will
become a significant focus in the methylation field.
By characterizing these interactions, the nature of
methylation defects in cancer cells is likely to

be clarified, with the potential of finding novel
therapies to reverse aberrant methylation patterns
and restore growth control in cancers. Investigation
of the complex interaction between various epige-
netic modulators can potentially shed new light on
the fundamentals of various epigenetic processes,
and the problems associated with their deregula-
tion as they pertain to inherited human disorders
and cancer.
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6.1 Introduction

Cancer arises from the accumulation of genetic
changes which confer a selective advantage to the
cells in which they occur. These changes consist of
mutations, and numerical and structural chromo-
some aberrations. They usually occur in somatic
cells, but certain genetic changes can be inherited
and cause a predisposition to cancer (Lengauer
et al., 1998; Balmain et al., 2003; see also Chapter 3).
Recurrent and sometimes highly specific chro-

mosome aberrations are present in different types
of cancer. Molecular genetic analysis of these
aberrations has identified numerous genes which
contribute to tumorigenesis, opening new avenues
of research into regulatory pathways in the cell.
Chromosome aberrations are increasingly playing
a role in clinical management of cancer patients,
since they can provide critical diagnostic and
prognostic information. Tumour-specific chromo-
some aberrations act as tumour markers and can
be used to monitor the effectiveness of therapy.

Identification of genes affected by these aberrations
have started to provide novel targets for innovative
cancer therapy.
Human somatic cells normally have 46 chro-

mosomes and are described as diploid. Chromo-
some analysis is conventionally carried out on cells
during the metaphase stage of mitosis (cell divi-
sion) when the chromosomes become visible as
distinct entities. After each chromosome in a cell is
identified by its characteristic size, shape, and
staining properties, a karyotype displaying the
full chromosome complement of the cell can be
prepared.
The first recurrent chromosome aberration to be

described in a human tumour was the ‘Philadel-
phia chromosome’, an unusually small chromo-
some found in chronic myeloid leukaemia (CML) in
1960 by Nowell and Hungerford in Philadelphia.
This discovery aroused considerable interest in
cancer cytogenetics as it gave the first direct evid-
ence for a consistent genetic alteration in a tumour.

95



The search that followed for abnormalities in other
tumour types was hampered by difficulties in
defining chromosome aberrations using current
staining methodology, by the apparent variation in
chromosome abnormalities from one tumour to the
next, and by the finding of aneuploidy (abnormal
chromosome numbers) and multiple rearrange-
ments (abnormal breakage and rejoining of chro-
mosomes) in many tumours.
The introduction of chromosome banding tech-

niques in 1970 revolutionized cancer cytogenetics.
Consistent chromosome aberrations were shown in
other types of tumours. Chromosome aberrations
in different cells of a tumour were found to be
related to one another, and further aberrations
were shown to occur during tumour progression.
Methods for improving yields of dividing cells and
for high resolution banding of elongated chromo-
somes were developed in the 1980s. Developments
in fluorescence in situ hybridization (FISH) and
molecular genetic analysis have led to more precise
definition of rearrangements as well as the identi-
fication of previously undetected rearrangements.
Our current understanding of the significance of

consistent chromosome aberrations in cancer will
be reviewed below. Evidence that these aberrations
are non-random has come from cytogenetic ana-
lysis of large numbers of human tumours. These
have been catalogued in the Mitelman Database of
Chromosome Aberrations in Cancer, which can be
accessed via the ‘Cancer Genome Anatomy Project’
website, (http://cgap.nci.nih.gov/). Another excel-
lent website is the ‘Atlas of Genetics and Cytoge-
netics in Oncology and Haematology’ (http://
www.infobiogen.fr/services/chromcancer/).

6.2 Methodology

6.2.1 Cytogenetic analysis

Methods and theoretical background to cytogenetic
and FISH analysis of tumours can be found in
Rooney et al. (2001). Ideally, cytogenetic studies are
performed before a patient has undergone radio-
therapy or chemotherapy as these treatments gen-
erate secondary genetic instability. Leukaemias are
analysed from bone marrow aspirates, or peri-
pheral blood samples if the white cell count is high,
by immediate processing (direct preparation) or
after in vitro culture for 24–72 h. The cells in solid
tumours often have to be physically or enzymati-
cally separated and may have a low mitotic index.

Direct preparations, short- or long-term cultures,
and cell lines from solid tumours are all used as
sources of metaphase spreads. However, direct
preparations are preferable to avoid difficulties in
distinguishing aberrations generated in vivo from
those generated in vitro.

Chromosomes are conventionally examined
during or just prior to the metaphase stage of
mitosis when they become condensed and can
easily be seen under the microscope. DNA replica-
tion occurs before mitosis so that each chromosome
consists of two identical sister chromatids held
together at the centromere. When making chromo-
some preparations, colchicine or a related agent is
added to the tumour cells to arrest them in meta-
phase. The cells are then swollen in a hypotonic
solution, fixed in methanol–acetic acid, and meta-
phase ‘spreads’ prepared by dropping the fixed
cells onto microscope slides. Chromosomes can be
identified by staining techniques which produce a
characteristic series of bands along the chromo-
somes, or by using FISH as described below.

6.2.2 Fluorescence in situ hybridization

Fluorescence in situ hybridization has become an
essential tool for genemapping and characterization
of chromosome aberrations. DNA probes which are
specific for single loci, chromosomal regions
or whole chromosomes are chemically modified,
usually by incorporation of biotin and/or digoxy-
genin, and are then hybridized to complementary
sequences in denatured metaphase chromosomes.
After removal of unbound probe by washing,
hybridized sequences are detected using avidin,
which binds strongly to biotin, and/or antibodies to
digoxygenin, coupled to fluorescein isothiocyanate
(FITC), Texas red, or another fluorochrome. As the
target DNA remains intact, unlike in molecular
genetic analysis, information is obtained directly
about the positions of probes in relation to chro-
mosome bands or to other hybridized probes,
enabling chromosome aberrations to be defined.

Spectral karyotyping (SKY) or multiplex-FISH
(M-FISH) techniques have recently provided a
means for unambiguous identification of all chro-
mosomes within a metaphase spread. FISH is per-
formed simultaneously with paint probes for each
chromosome labelled with unique combinations of
fluorochromes.

It is often difficult to obtain chromosome spreads
from solid tumours. FISH performed on interphase
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nuclei from tumour biopsies or cultured tumour
cells allows cytogenetic aberrations to be visualized
without the need for chromosome preparations.
This procedure is called ‘interphase cytogenetics’,
and is useful for rapid detection of aberrations
which give diagnostic or prognostic information.
Another approach which does not rely on tumour
chromosome preparations is termed comparative
genomic hybridization (CGH). CGH has been used
extensively to identify chromosomal regions of
loss, gain and amplification (http://www.ncbi.nlm.
nih.gov/sky/). Control and tumour DNA samples
are labelled with two different fluorochromes and
co-hybridized to normal human metaphase chro-
mosomes. The ratios of fluorochromes are then
measured along each target chromosome. Regions
with non-equivalent fluorescence ratios are thus
identified as regions of chromosomal gain or loss in
the tumour, enabling the whole genome to be
screened in one experiment.

6.3 Terminology and types of
chromosome aberrations in tumours

Karyotypes are described according to an Interna-
tional System for Human Cytogenetic Nomenclat-
ure (Mitelman, 1995). The total chromosome
number is listed first, then the sex chromosomes,
then gains and losses of whole chromosomes, and
finally structural rearrangements. The short and
long arms of chromosomes are represented by ‘p’
and ‘q’, respectively. Gains and losses of whole
chromosomes are identified by a ‘þ ’ or a ‘� ’ before
the chromosome number. 46,XY and 46,XX repres-
ent normal diploid male and female karyotypes,
respectively. 47,XX,þ 8 represents a female karyo-
type with an extra copy of chromosome 8.
Translocations are common structural chromo-

some aberrations in tumours and are derived
from the interchange of segments from different
chromosomes. They may be balanced (reciprocal),
or unbalanced resulting in loss or gain of genetic
material. Translocations are signified by ‘t’; the
chromosomes involved are enclosed within a first
set of brackets and the translocation breakpoints
are enclosed within a second set of brackets. For
example, t(9;22)(q34;q11) represents a reciprocal
translocation between chromosomes 9 and 22 at
bands 9q34 and 22q11, respectively. Outstanding
reviews on chromosome translocations in cancer
are found in Rabbitts (1994; 2001, see also other
papers in the same issue of the journal).

Other structural aberrations include deletions,
which may be interstitial or terminal, inversions,
and isochromosomes. Deletions are signified by
‘del’, followed by the chromosome in one set of
brackets and the breakpoint(s) in a second set of
brackets. Thus, del(5)(q13q32) represents an inter-
stitial deletion of bands 5q13 to 5q32, with breakage
and rejoining of these bands. del(5)(q32) represents
a terminal deletion of chromosome 5 from band
5q32 to the telomere. Inversions are signified by
‘inv’, so that inv(16)(p13;q22) represents an inver-
sion within chromosome 16, with breakpoints
occurring in bands p13 and q22. This inversion is
present in acute myelomonocytic leukaemia with
abnormal eosinophils (AML-M4Eo). Isochromo-
somes are derived from loss of either the long or the
short arm of the chromosome with the duplication
of the other arm. They are signified by an ‘i’. Thus
an i(17)(q10) or i(17q), which is frequently seen in
many types of tumour, consists of the duplicated
long arm of chromosome 17.
Amplified chromosomal regions often manifest

as homogeneously staining regions (HSRs) or
small acentric (centromere-lacking) chromosomes
known as doubleminute (DM) chromosomes. Thus,
hsr(2)(q31) in a karyotype represents a homo-
geneously staining region in band 2q31. DM chro-
mosomes are signified by ‘dmin’ after descriptions
of other chromosome aberrations.
Only clonal chromosome aberrations are

reviewed here. Clonal structural aberrations and
chromosome gains are conventionally defined as
being seen in at least two cells of a tumour. Clonal
chromosome loss (monosomy) is defined as being
seen in at least three cells. Although these may
seem very few cells to be considered definitive,
both the presence of normal cells in tumour pre-
parations and the difficulty of getting metaphase
spreads from tumours can hamper karyotype
analysis from large numbers of tumour cells.

6.4 Mechanisms underlying
chromosome aberrations

A central feature of many malignancies is the
presence of aneuploidy. Abnormal chromosome
segregation during mitosis results in gain or loss of
chromosomes. This can occur sporadically, which is
likely to be the case in leukaemias that have rela-
tively stable karyotypes. However, defects in pro-
teins associated with the mitotic machinery, such as
centrosomes, microtubules, and kinetochores, may
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lead to continuous chromosome missegregation
resulting in aneuploidy and chromosome instabil-
ity (Pihan and Doxsey, 1999). Abnormal centro-
somes are often found in carcinomas. For example,
the AuRKA gene, whose product is associated with
centrosome regulation, is mutated in breast and
colorectal carcinomas. Defects in genes involved in
mitotic checkpoints that sense whether chromo-
somes and the spindle are correctly aligned are also
proposed to contribute to aneuploidy (Jallepalli
and Lengauer, 2001). Examples of these are the
BUB and MAD genes, which are mutated in dif-
ferent tumour types including lung and colorectal
carcinomas.
The rate at which chromosome aberrations occur

is also influenced by internal and external agents
which damage DNA, or affect repair, replication,
or recombination processes (Hoeijmakers, 2001).
A major contributor to chromosome instability is
telomere dysfunction (Hahn, 2003). Telomeres are
protective caps at the ends of chromosomes which
consist of long tandem arrays of the sequence
TTAGGG. These telomeric sequences act, together
with telomere-binding proteins, as a buffer against
the progressive loss of DNA that inevitably occurs
during replication of chromosome ends due to
lagging strand synthesis. At each cell division, tel-
omeres gradually become shorter, finally triggering
the damage-response pathway and replicative
senescence (growth arrest). Tumours bypass the
damage-response pathway (e.g. from TP53 muta-
tion), enabling chromosome instability to arise
(Felsder et al., 2003). Another mechanism for
achieving immortalization in tumour cells is to turn
on expression of telomerase, a dedicated reverse
transcriptase that synthesizes telomeric sequences,
but is normally not found in human cells (see
Chapter 10).
In B and T lymphoid cells, the Ig or TCR genes

normally recombine during lymphocyte develop-
ment. Translocations involving these genes are
frequently found in B- and T-cell malignancies,
where they are thought to be mediated by the
enzymes, RAG1 and RAG2, that normally initiate
V(D)J recombination (reviewed in Klein, 2000). In
other tumour types, however, there is little evid-
ence that recombinase enzymes are involved.
Instead, the mis-repair of double-strand breaks
leading to non-homologous end-joining is likely to
play a role. The presence of small insertions, dele-
tions, duplications, and inversions at certain
breakpoints supports this proposal (Weimels and

Greaves, 1999). Regions of the genome may be
more susceptible to breakage or recombination
events due to thepresence of certain sequencemotifs
at or near translocation breakpoints. For example,
Alu sequences, which are interspersed throughout
the genome, have been associated with chromo-
somal rearrangements (Kolomietz et al., 2002). The
possible significance of topoisomerase II binding
sites close to the breakpoints in the MLL gene is
discussed below.

Several models have been proposed for the
development of gene amplification from molecular
genetic analysis of sequences in the amplicon
(Schwab, 1999). One of these, the ‘breakage–
fusion–bridge’ mechanism, has been described for
amplification of the MET oncogene in gastric sar-
coma (Hellman et al., 2002). When a double-
stranded break occurs, such as at a fragile site,
this can lead to an uncapped chromatid carrying
the selected gene. After replication, a dicentric
chromosome is formed from the fusion of the
uncapped sister chromatids. The chromosomal
material forming a bridge between the two cen-
tromeres breaks during anaphase as the cen-
tromeres move to opposite poles. If the break
occurs centromeric to the gene, duplication of the
region between the breaks would occur in one of
the daughter cells. Recurrent rounds of this process
under appropriate selective conditions would lead
to intrachromosomal amplification.

6.5 Molecular consequences of
chromosome aberrations in tumours

Genes which are directly affected by chromosome
aberrations can be grouped into two broad classes:
cellular oncogenes and tumour suppressor genes
(Chapters 7 and 8). The protein products of cellular
oncogenes generally promote cell growth and
division, inhibit differentiation or block apoptosis.
They transmit signals to the genome via multiple
regulatory pathways. When oncogenes become
inappropriately activated, they stimulate cells to
multiply relentlessly, forming a tumour. The pro-
tein products of tumour suppressor genes, on the
other hand, normally constrain cell growth and
division. Their removal or inactivation from the
genome also results in relentless cell multiplication.
The general principles of the roles played by
chromosome aberrations in activating oncogenes
and removing or inactivating tumour suppressor
genes are given below.
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6.5.1 Activation of oncogenes

Chromosome aberrations and mutations activate
cellular oncogenes in a dominant fashion. This
means that only one activated oncogene is required
to exert a tumorigenic effect. There are three basic
chromosomal mechanisms for activating oncogenes
(Figure 6.1):

(1) Fusion of the oncogene with a second gene at a
translocation or inversion junction generating a
chimaeric gene, mRNA, and protein. This mechan-
ism is found predominantly in leukaemias, lym-
phomas, and sarcomas.
(2) Juxtaposition of the oncogene to regulatory
elements in immunoglobulin or T-cell receptor
genes in B- and T-lymphocyte malignancies,
respectively, leading to inappropriate expression of
the oncogene.
(3) Gene amplification (i.e. the generation of mul-
tiple gene copies), in DMs or HSRs, leading to
overexpression. Gene amplification is a common
feature of solid tumours, but is only occasionally
seen in haematological malignancies.

6.5.2 Deletion of tumour suppressor genes

Analysis of constitutional deletions of chromosome
13 associated with hereditary retinoblastoma led to
the development of the ‘two-hit’ model of tumor-
igenesis (Knudson, 1971). This model predicted that
certain genes, which were later called ‘tumour sup-
pressor genes’, exert a tumorigenic effect when both
alleles become inactivated by mutation or chromo-
somal deletion. The first allele is inactivated either in
the germ cells, where it confers dominant familial
susceptibility to cancer, or in the somatic cells. The
second allele is inactivated in the somatic cells. The
mutation or deletion which is inherited as a dom-
inant trait is thus recessive at the cellular level. This
model was validated for retinoblastoma when the

RB gene was cloned and shown to be mutated or
deleted in a wide variety of malignancies. Since
then, molecular studies of chromosome deletions
and regions showing loss of heterozygosity (LOH)
in a variety of hereditary and sporadic tumours have
led to the discovery of other tumour suppressor
genes, as described in Chapter 8.

6.6 Leukaemias and lymphomas

Leukaemias and lymphomas usually have few
chromosome rearrangements. Chromosome num-
bers are in the diploid range, except for Hodgkin’s
disease which usually has chromosomes in the
triploid–tetraploid range. The chromosome rear-
rangements are therefore relatively easy to define.
Diagnosis of acute myeloid (AML) and lymphoid
(ALL) leukaemias is usually based on the French–
American–British (FAB) classification system that
distinguishes morphological features of the leuk-
aemic cells (Bennett et al., 1985). Consistent and, in
some cases, highly specific chromosome aberra-
tions have been found in the different forms
of leukaemia and lymphoma (Tables 6.1–6.3)
(Kuppers and Dalla-Favera, 2001; Kelly et al.,
2002). For this reason, and also because certain
aberrations are associated with different prognostic
categories, chromosome aberrations have been
integrated more recently into the WHO classifica-
tion of leukaemia and lymphoma (Harris et al.,
1999). Translocations and inversions in these
tumours result in inappropriate activation of
cellular oncogenes, many of which encode trans-
cription factors that play essential roles in
haemopoiesis (Look, 1998; Scandura et al., 2002).
The presence of recurrent chromosome deletions as
the sole visible chromosome changes, or in com-
bination with other changes, indicates the involve-
ment of tumour suppressor genes as well (Krug
et al., 2002). Trisomies are sometimes the only vis-
ible aberrations in leukaemias. Mutations involving

×

×

Amplification

Translocation
Gene 1 Gene 2 Fusion gene

Gene 2Ig/TCR Inappropriate 
expression

Multiple copies

Translocation

Figure 6.1 Chromosomal mechanisms of oncogene
activation.
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the FLT3, RAS, and KIT genes have been recognized
as playing an essential role in leukaemogenesis
(Kelly et al., 2002). Their occurrence, together with
specific chromosome aberrations in some leukae-
mias, indicates that they constitute the ‘second hit’
during transformation.

6.6.1 Myeloid malignancies

Different subtypes of AML carry consistent and in
some cases highly specific chromosome aberrations,

some of which are described below and shown in
Table 6.1. Prognostic associations of these aberra-
tions are shown in Table 6.2. The most common
numerical change in myeloid malignancies is tris-
omy 8, occurring together with other aberrations in
about 9% of cases, and as a sole change in about
5–7% of cases (Paulsson et al., 2001). The signific-
ance of trisomy 8 is underscored by the presence of
distinct expression profiles in AML with trisomy 8
and AML with normal karyotypes (Virtaneva et al.,
2001).

Table 6.1 Examples of recurrent chromosome aberrations in myeloid malignancies

Malignancy Chromosome aberration Affected genes

CML t(9;22)(q34;q11) ABL, BCR
CML blast crisis (9;22)(q34;q11), þ 8, þ Ph, þ 19, or i(17q) ABL, BCR, TP53
AML-M2 t(8;21)(q22;q22) ETO, AML1
APL-M3, M3V t(15;17)(q22;q11.2) PML, RARA
AMMoL-M4Eo inv(16)(p13q22) or t(16;16)(p13;q22) MYH11, CBFB
AMMoL-M4/M5 t(4;11)(q21;q23)

t(6;11)(q27;q23)
t(9;11)(p22;q23)
t(10;11)(p12;q23)
t(11;17)(q23;q21)
t(11;19)(q23;p13)

AF4, MLL
AF6, MLL
AF9, ML
AF10, MLL
AF17, MLL
ENL, MLL

AML-M7 (infants) t(1;22)(p13;q13) OTT, MAL
AML t(6;9)(p23;q34)

t(3;21)(q26;q22)
� 5 or del(5q), � 7 or
del(7q), þ 8, t(12p) or del(12p)

DEK, CAN
EAP/EVI1/MDS1, AML1a

Therapy-related AML t(3;21)(q26;q22)
t(9;11)(p22;q23)
� 5 or del(5q)
� 7 or del(7q)

EAP/EVI1/MDS1, AML1a

AF9, MLL

a In this translocation, the AML1 gene can fuse with either the EAP, EVI1, or MDS1 genes at 3q26.

Table 6.2 Examples of prognostic associations in myeloid and lymphoid malignancies

Prognosis

Malignancy Good Intermediate Poor

CML blast crisis þ Ph,þ 8, i(17q), or þ 19
AML t(8;21)

t(15;17)
inv(16)

del(7q), del(9q), abn 11q23, þ 22,
Other structural and numerical
abnormalities, No abnormality

abn 3q, � 5 or del(5q), � 7, complex
karyotypes, þ 8a, þ 11a, þ 13a, þ 21a

ALL >50 chromosomes
t(12;21), t(10;14)
þ 4, þ 10

47–50 chromosomes <47 chromosomes
�96 chromosomes
t(9;22), t(8;14)b

t(1;19)b

t(4;11), t(11;19)

Adapted from Grimwade et al. (1998), Farag et al. (2002), and Ferrando and Look (2000).
a These trisomies are associated with poor prognosis when they are the sole chromosome change.
b Although these translocations are markers of poor prognosis, recent therapeutic advances have greatly improved the outlook for patients with

leukaemias carrying them.
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Both myelodysplastic syndrome (MDS) and
myeloproliferative disease (MPD) can evolve to an
acute leukaemia indistinguishable clinically from
de novo AML, but are more refractory to treatment.
Certain chromosome deletions are common to
MPD, MDS, and AML, reflecting the poor defini-
tion of boundaries between these conditions
(Mauritzson et al., 2002). MDS and AML can arise
as a late complication of cytotoxic therapy. Dele-
tions or monosomy of chromosomes 5 and/or 7 are
present in the majority of secondary AMLs which
arise after therapy with alkylating agents, com-
pared to an incidence of only 16% in patients with
de novo AML. These deletions are also present in
AML following exposure to pesticides and organic
solvents (Cuneo et al., 1992). The putative tumour
suppressor genes in the deleted regions of chro-
mosomes 5 and 7 have not yet been identified.
Many MDS and AML arising following therapy
with topoisomerase II inhibitors have aberrations
involving theMLL gene at band 11q23 or the AML1
gene at band 21q22 (Pedersen-Bjergaard et al., 2002).

The Philadelphia chromosome—BCR–ABL fusion
Virtually all patients with CML have the Philadel-
phia (Ph) chromosome, resulting from the translo-
cation of chromosomes 9 and 22, in their leukaemic
cells (Figures 6.2 and 6.3). Approximately 70–80% of
patients entering blast crisis show further chromo-
some abnormalities (Shet et al., 2002). These sec-
ondarychangesareusuallyanextraPhchromosome,

trisomy 8, i(17q), or trisomy 19. A change in
karyotype in CML is a grave prognostic sign, with
death usually occurring within a few months. At a
molecular level, the most frequent abnormality
during blast crisis is mutation of the TP53 gene
associated with rearrangements of chromosome 17.
About half of CML patients with a lymphoid blast
crisis have homozygous deletions of the CDKN2A
gene on chromosome 9.
The t(9;22)(q34;q11), which generates the Ph

chromosome, results in the fusion of the BCR gene
at band 22q11 with the cellular oncogene, ABL, at
band 9q34 (reviewed in Laurent et al., 2000) The Ph
chromosome also occurs in ALL (Section 6.5.2).
BCR is a large gene of 130 kb containingmany exons.
It encodes a serine kinase. The ABL protein is a
tyrosine kinase that contains a DNA binding
domain. It appears to function as a negative regu-
lator of cell growth, since overexpression causes cell
cycle arrest. The translocation breakpoints in BCR
usually occur in either of two introns within a small
region, but inABL they occur over a large distance of
more than 200 kb. One of two alternative first exons
normally used by theABL gene becomes replaced by
BCR sequences, generating a fused mRNA.
The BCR–ABL protein has constitutive tyrosine

kinase activity and is present in the cytoplasm. It
activates numerous signalling pathways, including
the Ras, PI3K/AKT, and STAT pathways, leading to
resistance to apoptosis, expansion of the malignant
clone, and cell adhesion alterations. Experiments
with mouse models have shown that the primary
causal event in the chronic phase of CML is the
formation of the fusion BCR–ABL protein. Addi-
tional, less consistent events are needed for blast
crisis. Amajor development in the treatment ofCML
in recent years is the use of a potent inhibitor of
BCR–ABL kinase activity, called Gleevec, Imatinib,
or STI571 (Clarkson et al., 2003). The drug is highly
effective against CML in the chronic phase, but not
in the acute phase. However, some patients on long-
term treatment have developed drug resistance due
to the presence of additional genetic aberrations.

t(8;21)(q22;q22)—AML1–ETO fusion
This translocation occurs in about 40% of all cases
of AML-M2, and at a lower frequency in AML-M1
and -M4. AML-M2 patients with the translocation
have a higher remission rate than those without it.
The chimaeric gene generated from the AML1
gene at 21q22 and the ETO gene at 8q22 greatly
enhances self-renewal of the haemopoietic stem cell

Table 6.3 Examples of recurrent chromosome rearrangements
in lymphoid malignancies (excluding Ig and TCR rearrangements)

Malignancy Chromosome
aberration

Afffected genes

pre-B ALL t(1;19)(q23;p13.3) PBX1, E2A
pro-B ALL t(17;19)(q22;p13.3) HLF, E2A

ALL t(9;22)(q34;q11)
t(1;11)(p32;q23)
t(4;11)(q21;q23)
t(6;11)(q27;q23)
t(9;11)(p22;q23)
t(11;17)(q23;q21)
t(11;19)(q23;p13)
t(X;11)(q13;q23)

ABL, BCR
EPS15, MLL
AF4, MLL
AF6, MLL
AF9, MLL
AF17, MLL
ENL, MLL
AFX1, MLL

del(9p)
del(6q)
del(11q), del(12p)

CDKN2A/B

CLL þ 12

See text for references.
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population and blocks differentiation of committed
progenitor cells (Mulloy et al., 2002).
The AML1/RUNX1/CBFA2 gene encodes a tran-

scription factor that is critical for haemopoiesis
and is expressed constitutively in all haemopoietic
cell lines studied so far. The AML1 protein contains
a DNA- and protein-binding region which is
homologous both to the CBFA (PEBP2a) component
of the mouse core binding factor (CBF), and to the
Drosophila segmentation gene runt. CBF in the
mouse binds to the core site of polyomavirus and to
the enhancers of T-cell receptor genes. The ETO
gene is not normally expressed in myeloid cells. It
has two putative zinc finger-DNA binding domains

and a transcriptional activation domain. The
AML1–ETO fusion protein contains the DNA-
binding domain of AML1, but not its transcrip-
tional activation domain, and almost the entire
length of ETO.

The importance of the AML1 gene in leukaemia
is emphasized by the variety of aberrations that
subvert its activity. For example, loss of function
mutations of the gene are present in AML-M2,
AML-M0, and in AML or MDS in Down’s
syndrome patients. A translocation between AML1
and the TEL gene on chromosome 12 is found
in ALL (Section 6.2 and Chapter 18). The gene
encoding the second component of the core

1

6 7 8

13 14 15

19 20 21

9

22 X YPh�

10 11 12

16 17 18

9q+

2 3 4 5

Figure 6.2 G-banded karyotype from chronic
myeloid leukaemia showing the typical 9;22
translocation which generates the Ph chromosome.

BCR at 22q11

ABL at 9q34

1 2 8 11 12 18 24

ALL CML CML

ALL
CML

ALL

1 2 5 6 11 12

CML

CML

CML

P190

P210

P210

P230

Figure 6.3 Translocations of the BCR and ABL genes in chronic myeloid leukaemia (CML) and acute lymphoblastic leukaemia (ALL) generate
fusion genes of different configurations. The sizes of the proteins encoded by each of the fusion genes is given on the right (adapted from
Heisterkamp and Groffen, 2002).
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binding factor (CBFB) is a target of chromosome 16
inversions and translocations in AML.

t(15;17)(q22;q11.2–12)—PML–RARA fusion
This translocation is only found in acute promye-
locytic leukaemia, AML-M3. The translocation
breakpoints occur within the retinoic acid receptor
alpha (RARA) gene on chromosome 17 and the
PML gene on chromosome 15, generating a chim-
aeric PML–RARA gene (Melnick and Licht, 1999). In
normal cells, the PML protein forms distinct nuc-
lear bodies which contain other proteins involved
in diverse pathways. In APL cells, a fine granular
pattern is present in the nucleus instead of PML
nuclear bodies. The PML protein has a set of zinc
fingers known as the B-box and RING finger
domains, which are involved in protein–protein
interactions and are necessary for PML nuclear
body formation. Other domains include a coiled-
coil region and a nuclear localization signal. Des-
pite intensive research, definitive functions for
PML have remained unclear.
RARa is a transcription factor that normally binds

to all-trans retinoic acid (ATRA). The protein has
a zinc finger region, with which it binds to retinoic
acid response elements (RARE) in the promotors
of many genes, and a transcriptional activation
domain. RARa is involved in myeloid differenti-
ation through its ability to activate transcription via
RAREs. The PML–RARA fusion protein retains
most of the functional domains of the RARA and
PML proteins, and blocks haemopoietic differen-
tiation. Variant translocations have been described
in APL, all involving the RARA gene. A dramatic
advance in the treatment of APL has come from the
use of retinoic acid which induces terminal differ-
entiation of APL blasts into mature granulocytes,
accompanied by the formation of PML nuclear
bodies. When combined with anthracyclin-based
chemotherapy, complete remission can be achieved
in about 70% of cases (Mistry et al., 2003).

t(11q23)—MLL fusions
Reciprocal translocations affecting the MLL gene
(mixed lineage leukaemia, also called the ALL-1,
HTRX gene) at chromosome band 11q23 are present
in about 10% of all de novo AMLs and ALLs
(reviewed in Rowley, 1998), and in about 80% of
AMLandALL arising in infants.MLL translocations
are also found in almost all secondary AMLs in
patientswhohave received chemotherapeutic drugs
that inhibit topoisomerase II, such as etoposide for a

primary tumour. Over 50 different translocations
have been identified, and the fusion partners
in about half of these have been cloned and
sequenced. The most frequent translocation is the
t(4;11)(q21;q23), which is found in about 4% of
childhood pro-B ALL. MLL translocations are
generally associated with a very poor prognosis.
The MLL gene is a large gene spanning 100 kb

(Figure 6.4), which encodes a protein of 3968 amino
acids. The N-terminal half has three AT hooks,
which bind to the minor groove of DNA, the
SNL1 and SNL2 subnuclear localization regions, a
methyltransferase region, and a zinc finger domain,
called a plant homologous domain (PHD). Trans-
activation and SET domains are located at the
C-terminal end. During embryogenesis, the protein
maintains the correct expression of HOX genes,
probably by controlling chromatin structure
through its methyltransferase activity and its ability
to assemble a large complex of chromatin modify-
ing proteins (Nakamura et al., 2002). Translocation
breakpoints are clustered in the PHD region,
resulting in the AT hooks, methyltransferase, SNL1
and SNL2 regions being retained in the chimaeric
protein, but most of the the PHD and the C-terminal
half including the SET domain being replaced by
sequences from the partner gene.
Many of the partner genes have roles in tran-

scription, encoding transcription factors and tran-
scriptional co-activators. Analysis of translocations
involving these partner genes has shown that they
provide heterologous transcriptional effector
properties to the fusion genes (Ayton and Cleary,
2001). Other partner genes which encode
cytoplasmic proteins have no known roles in tran-
scriptional regulation. Two of the translocations
have been shown to exert their oncogenic effect by
homo- or oligomerization of the fusion proteins
mediated by coiled-coil interaction domains in the
partner genes (So et al., 2003). In mouse cells this
leads to upregulation of the Hoxa7, -a9, and -a10
genes, and the Hox co-factor gene Meis1, which are
normally repressed in myeloid progenitor cells.
This is significant since this upregulation of HOX
genes is reported as a key outcome in MLL
fusions involving partner genes encoding proteins
involved in transcriptional regulation (Armstrong
et al., 2002; So et al., 2003). Furthermore, upregu-
lation of Hoxa7 and HoxA9 has been shown to
be essential for transformation of myeloid pro-
genitors by MLL fusion proteins (Ayton and
Cleary, 2003).
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Several Alu repeat sequences, a DNA hyper-
sensitive site, and a topoisomerase II cleavage site
have been found close to the breakpoint region in
the MLL gene (Strissel et al., 1998). Topoisomerase
II plays an essential role in untangling chromatids
after DNA replication, first making a double-strand
break in the DNA, unwinding the strands, and then
re-ligating them. Topoisomerase II inhibiting drugs
prevent re-ligation, resulting in double-strand
breaks and possibly joining of non-homologous
chromosomes. Patients with secondary leukaemia
who have been treated with these drugs might have
specific sensitivity in this region of the MLL gene
for breakage.

6.6.2 Lymphoid malignancies

Recurrent chromosome aberrations in lymphoid
malignancies include translocations, inversions,
and deletions, as well as numerical abnormalities

(Look, 1998; Ferrando and Look., 2000; Takeuchi
et al., 2003). The translocations and inversions can
either generate chimaeric genes (Table 6.3), or cause
overexpression of oncogenes as a result of juxta-
position with adjacent regulatory sequences from
immunoglobulin or T-cell receptor genes, which
are normally highly active in lymphoid cells.
Examples are given below.

The prognosis for children with ALL has
improveddramatically,with themajority ofpatients
being cured with intensive therapy. Chromosome
aberrations in ALL are of particular importance as
they are clear indicators of prognosis in both adults
and children (Table 6.2). A hyperdiploid karyotype
(51–59 chromosomes) is usually present in ALL
in young children. The prognosis in this category
is good, and over 75% of patients achieve long-term
survival following treatment. Hypodiploidy in
ALL is relatively rare but indicates a very
poor prognosis as does the translocation, t(9;22)

AT-HSNL1/2 MT PHD AD

GLGF

MLL at 11q23

AF9 at 9p22

ENL at 19p13.3

AF4 at 4q21

AF6 at 6q21

ELL at 19p13.1

AF17 at 17q21

AF10 at 10p12

AF1p at 1p32

CBP at 16p13.3

SET

HAT

CC

LZ

HATZnF

ZnF

Lys

NLS

NLS

NLS

Figure 6.4 Translocations between MLL and partner genes in leukaemias are depicted by showing the breaks (arrowed) on the proteins
encoded by the genes. In each translocation, the AT hooks, subnuclear localization signal domains, the methyltransferase domain and part of
the PHD domain of MLL are fused to the region to the right of the vertical arrow on each translocation partner. Domains are shown as follows:
AT-H: AT hook; SNL1/2: subnuclear localization domains 1 and 2; MT: methyltransferase; PHD: plant homeodomain; TA: transactivation; SET:
SETdomain; NLS: nuclear localization; GLGF: GLGF; Lys: lysine-rich; ZnF: Zinc finger; HAT: histone acetyltransferase; CC: coiled coil;
LZ: leucine zipper (adapted from Rowley, 1998).
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(q34;q12). This translocation is present in about 30%
of adult ALL and about 5% of childhood ALL,
where it generates a chimaeric BCR–ABL gene, with
a smaller segment of BCR than in CML (Figure 6.3).
The t(4;11)(q21;q23), resulting in fusion of the MLL
gene, is found primarily in very immature, pre-B
ALL in infants where it is associated with an
extremely poor prognosis.

t(12;21)(p13;q22)—TEL–AML1 fusion
The t(12;21)(p13;q22) causes a fusion between the
TEL gene on chromosome 12 and the AML1 gene at
21q22, which has been described above. This
translocation occurs in about 25% of all childhood
ALL, often occurs in utero, as described in Chapter
18, and is associated with a good response to
therapy. The second TEL allele is commonly
deleted at a later time from cells with the translo-
cation. The TEL protein is a basic helix–loop–helix
(bHLH) transcription protein of the ETS family. The
fusion product has the HLH domain of TEL joined
to all the functional domains of the AML1 protein,
including the DNA binding and transactivation
domains. The role of the fusion protein in malig-
nant transformation is thus likely to involve sub-
version of normal TEL and AML1 transcriptional
activities.

t(1;19)(q23;p13)—E2A–PBX1 fusion
This translocation occurs in about 25% of childhood
and 5% of adult pre-B ALL. The E2A protein
normally heterodimerizes with other bHLH tran-
scription factors to regulate gene expression
during development. PBX-1 is normally involved in
cell differentiation and development through
its interactions with HOX proteins. The resulting
E2A–PBX1 chimaeric gene has the transactivator
domains of E2A fused to the DNA-binding

homeodomain of PBX-1. The fusion protein has
been shown to block differentiation and induce cell
proliferation. Although the translocation has been
associated with a poor prognosis, the use of more
intensive therapy has led to an improvement in
outcome for these patients. A variant translocation
in pre-B ALL, t(17;19)(q22;p13), similarly generates
an E2A–HLF fusion gene in which the transacti-
vator domains of E2A are fused to the DNA
binding and protein dimerization bZIP (leucine
zipper) domain of HLF. The fusion protein is sug-
gested to interfere with the normal sensitivity of
lymphoid cells to apoptotic stimuli.

Activation by the immunoglobulin and T-cell
receptor loci
B-lymphocytes are responsible for immunoglobulin
(Ig) mediated immunity, while T-lymphocytes play
a role in cellular immunity after conditioning in the
thymus. During B-lymphocyte maturation, somatic
recombination of the Ig heavy (IgH) chain, and the
k and l light chain loci precedes Ig production.
Newly synthesized Ig molecules are retained in the
cytoplasm and, only after further cellular matura-
tion, are expressed on the cell surface. The IgH,
IgLk, and IgLl loci are present on chromosome
bands 14q32, 12p12, and 22q11, respectively. The
T-cell receptor molecules are encoded by the TCRa,
-b and -g chain loci located at bands 14q11.2, 7q35,
and 7p15, respectively.
In B- and T-cell malignancies, specific transloca-

tions and inversions place cellular oncogenes under
the control of regulatory elements of the Ig or TCR
loci (Figure 6.5) (Rabbitts, 1994; Klein, 2000; Willis
and Dyer, 2000). These rearrangements are thought
to arise from errors in the recombination process,
as mentioned above. The primary effect of these
translocations is dysregulated expression of the

Cµ switch JH VH

1   

IgH at 14q32

2   3   

2   3   
IgH-MYC

t(8;14)(q24;q32)

MYC at 8q24

Figure 6.5 Activation of the MYC gene by juxtaposition with sequences from the IgH gene in Burkitt’s lymphoma and B-cell ALL.
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oncogene under the influence of the adjacent Ig or
TCR sequences which may result in abnormally
high expression levels. In some cases, the oncogene
is also mutated.
Translocations involving the Ig genes are present

in all Burkitt’s lymphoma and also in other B-cell
malignancies. The translocation t(8;14)(q24;q32),
which is the most common, juxtaposes the
MYC gene at band 8q24 and the IgH chain locus. In
the other translocations, t(2;8)(p12;q24) and
t(8;22)(q24;q11), MYC becomes juxtaposed to either
the IgLk or l genes, respectively. Each of these
rearrangements results in the constitutive expres-
sion of MYC throughout the cell cycle, instead of in
early G1. As described in Chapter 7, MYC is a
bHLH transcription factor which can function as
both an activator and repressor, and plays a role in
apoptosis and proliferation.
Approximately 80% of follicular lymphomas

have a translocation in which the IgH locus at band
14q32 juxtaposes with the BCL2 gene located at
band 18q21, resulting in its constitutive high
expression. BCL2 encodes a small GTP-binding
protein which is a key modulator of apoptosis.
Overexpression of BCL2 thus drives the cell through
a continuous proliferative state. The CCND1 gene at
11q13 is also activated by translocation with the IgH
gene, leading to acceleration of the cell cycle through
G1 phase. Another example is BCL3, encoding an
Ik-B type protein that regulates the rel/NF-k-B
family of transcription factors.
In T-cell lymphomas and acute leukaemias,

specific translocations with TCR genes result in
dysregulated expression of transcription factors
which regulate haemopoiesis but are not normally
expressed in T-lymphoid cells. These include the
b-HLH genes, TAL1/SCL, TAL2/SCL2, and LYL1 at
bands 1p32, 9q32.1, and 19p13 respectively. Expres-
sion of MYC is similarly dysregulated in T-cell
tumours. Other types of genes activated by juxta-
position with TCR sequences are LMO1 (RBTN1),
LMO2 (RBTN2), andHOX11 at bands 11p13, 11p15,
and 10q24, respectively. The LMO1 and LMO2
proteins contain two LIM zinc finger-like domains
that function in protein–protein interactions.
LMO1 is normally expressed in the central nervous
system. LMO2 is essential for yolk sac erythro-
poiesis and adult haemopoiesis. The LMO2 protein
forms a transcriptional complex with TAL1 in
several lineages, including erythroid, and in mouse
T-cell leukaemias induced by these dysregulated
genes. HOX11, which encodes a homeodomain

transcription factor, is present in a variety of dif-
ferent tissues and is essential for development of
the spleen. Translocations of HOX11 are associated
with a favourable outcome in T-ALL.

6.7 Chromosomes in solid tumours

Identification of recurrent chromosome aberra-
tions in solid tumours has been relatively slow. It is
often difficult to obtain good metaphase prepara-
tions where each chromosome can be recognized
by banding alone. The application of molecular
cytogenetic techniques such as M-FISH/SKY and
CGH has therefore been highly productive for these
tumour types (Albertson et al., 2003) (Figure 6.6).
Examples of recurrent chromosome aberrations
found in solid tumours are described below and
shown in Tables 6.4–6.6. The identification of some
of these aberrations can be of direct benefit to the
patient as it can enable an accurate diagnosis to be
made, as well as an assessment of prognosis
(Mitelman et al., 1997).

6.7.1 Sarcomas

Sarcomas are a heterogeneous group of mesenchy-
mal tumours that display differentiated features of
the various supporting tissues of the body. Although
they constitute only a small proportion of all malig-
nant tumours, great interest has been shown in their
genetic aberrations (Bennicelli and Barr, 2002;
Mackall et al., 2002) (Table 6.4). Many sarcomas have
specific translocations that result in the formation of
chimaeric genes encoding transcription factorswhich
retain the DNA binding domain from one gene and
the transcriptional transactivating domain from the
other. Simple gain-of-function models focusing on
transactivation were proposed initially for these
rearrangements, but more recent evidence supports
multiple and complex effectswhich are specific to the
fusion genes. Examples of rearrangements in sarco-
mas are described below.

t(22q12)—EWS fusions
The EWS gene on chromosome 22 participates in
specific translocations in at least five types of sar-
comas (Figure 6.7). In each translocation analysed
so far, the partner gene encodes a transcription
factor. EWS itself encodes a ubiquitously expressed
RNA binding protein consisting of two main func-
tional domains. The N-terminal region contains a
transcriptional transactivation domain, while the
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C-terminal regioncontains anRNAbindingdomain.
The common theme in all these translocations is
that the chimaeric gene formed contains the tran-
scriptional transactivating domain of EWS and the
DNA binding domain of the partner gene.
The most common EWS translocation is the

t(11;22)(q24;q12) present in virtually all Ewing’s
sarcomas and in peripheral neuroepitheliomas, also
known as peripheral primitive neuroectodermal
tumours (pPNET) (Ladanyi 2002). These malig-
nancies, which affect children and adolescents, are
believed to be of neuroectodermal origin and show
varying degrees of neuronal differentiation. As a
result of the 11;22 translocation, the EWS gene fuses
with theETS-related gene,FLI-1, on chromosome11.
Variant translocations are also present in a small
proportion of pPNETs, resulting in the fusion of
EWSwith other ETS-related genes, such as ETV1 or
ERG. The fusion EWS–FLI-1 protein is able to trans-
form mesenchyme-derived NIH3T3 cells, while
inhibition of expression prevents tumorigenesis
and leads to decreased cell proliferation. Several
genes involved in cell cycle control and mitogenic

signalling are emerging as targets of the EWS–FLI-1
fusion protein. These include TGFBR2, CCND1, and
MYC. There is also evidence that EWS–FLI-1 and
related proteins interfere with normal splicing pro-
cesses. The p53 pathway is disrupted in about 30%
of Ewing’s sarcomas, either by CDKN2A deletion
or TP53 mutation. Patients showing these changes
usually have a verypoor outcome, possibly linked to
the inability to launch an apoptotic response in cells
carrying an EWS translocation.

t(X;18)(p11.2;q11.2)—SYT–SSX fusions in
synovial sarcoma
Synovial sarcomas occur predominantly in adoles-
cents and young adults and usually affect the
extremities in the vicinity of the joints, such as the
knee and lower thigh region. A specific transloca-
tion t(X;18)(p11.2;q11.2) is present in almost all
cases, and fuses the SYT gene on chromosome 18 to
one of the SSX genes on the X chromosome (Crew
et al. 1995; dos Santos et al. 2001). SSX proteins
co-localize in the nucleus with polycomb group
proteins, while SYT interacts and colocalizes with

11

16
8

8

16

11
X

Figure 6.6 Comparative genomic hybridization experiment to determine genomic copy number changes in a primitive neuroectodermal
tumour from a two-year old boy. Tumour and female control DNA were labelled with fluorescenin isothiocyanate (FITC) and Texas red,
respectively. Regions of deletion are visualized in red (arrowed). The X-chromosome acts as an internal control as it appears red when male
DNA (green) and female DNA (red) are co-hybridized to male metaphase chromosomes (See also plate 1).
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the BRM protein. Tumours with the SYT–SSX1
fusion gene are more likely than those with the
SYT-SSX2 to exhibit biphasic histology with both
epithelial and spindle cell components. They also
show a higher rate of proliferation and are asso-
ciated with a poorer clinical outcome.

Aberrations in rhabdomyosarcoma
Rhabdomyosarcoma (RMS) is themost common soft
tissue tumour in children. The alveolar form occurs
in adolescents and young adults, while the embry-
onal form occurs in infants. Histologically, RMS
resembles foetal skeletal muscle. The alveolar and
embryonal forms have distinct genetic aberrations
that can be used for diagnosis when it is not possible
to use standard criteria, such as features of differ-
entiation. Alveolar RMS usually have a t(2;13)(q35–
37;q14) or, occasionally, variant translocations such
as the t(1;13)(1p36.1;q14) (Anderson et al., 1999;
Merlino and Helman, 1999). In these translocations,
the forkhead transcription factor gene (FKHR) at
13q14, becomes fused with the transcription factor

genes PAX3 or PAX7, respectively. Both PAX3 and
PAX7 have been found to play critical roles in
muscle development. The resulting fusion proteins
are more potent transcriptional activators than the
wild-type PAX proteins, thereby causing dysregu-
lation of downstream targets of PAX leading to
aberrant myogenesis. It is remarkable that NIH-3T3
cells transfected with the PAX3–FKHR gene show
upregulation of genes involved in myogenesis and
muscle development, many ofwhich are also highly
expressed in RMS (Khan et al., 1999). Embryonal
RMS do not have a specific translocation but almost
invariably have allele loss at band 11p15 (Merlino
and Helman, 1999). This region includes imprinted
genes implicated in tumorigenesis, such as IGF2 and
H19. Both forms of RMS showdisruption of genes in
the p53 and Rb pathways.

Other aberrations in sarcomas
Other aberrations are frequently found together
with specific translocations in sarcomas. These
additional changes are likely to contribute to the

Table 6.4 Examples of recurrent chromosome aberrations in sarcomas

Tumour Chromosome aberration Affected genes

Benign tumours
Lipoma t(3;12)(q27–28;q13–14)

t/ins(1;12)(p32–34;q13–15)
t/ins(12;21)q13–15;q21–22)
t(2;12)(p21–23;q13–14)
del(13)(q12q22)

HMGA2

Uterine leiomyoma del(7)(q22q32)
t(12;14)(q14–15;q23–24)
� 22
þ12

HMGA2

Malignant tumours
Ewing’s sarcoma and pPNET t(11;22)(q24;q12)

t(2;22)(q33;q12)
t(7;22)(p22;q12)
t(17;22)(q21;q12)
t(21;22)(q22;q12)

FLI-1, EWS
FEV, EWS
ETV1, EWS
ETV4, EWS
ERG, EWS

Ewing’s sarcoma t(1;16)(q11–25;q11–24)
Clear cell sarcoma t(12;22)(q13;q12) ATF1, EWS
Intra-abdominal small cell sarcoma t(11;22)(p13;q12) WT1, EWS
Extraskeletal myxoid chondrosarcoma t(9;22)(q22;q12) DDIT3, EWS
Alveolar rhabdomyosarcoma t(2;13)(q35–37;q14) PAX3, FKHR
Synovial sarcoma t(X;18)(p11.2;q11.2) SSX1/SSX2/SSX4, SYT
Myxoid liposarcoma t(12;16)(q13;p11) CHOP, TLS/FUS

Dermatofibrosarcoma protruberans t(17;22)(q22;q13) COL1A, PDGFB
Congenital fibrosarcoma t(2;15)(p13;q25) ETV6, NTRK3
Alveolar soft part sarcoma t(X;17)(p11.2;q25) ASPL, TFE3

Adapted from Sreekantaiah et al. (1994); Mackall et al. (2002).
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phenotype of the tumours and may indeed be
essential for tumour development (Deneen and
Denny, 2001). Several types of sarcomas, such as
leiomyosarcomas and osteosarcomas do not have
specific translocations but have complex and het-
erogeneous karyotypes. The MDM2 gene which
maps to band 12q13 is frequently co-amplified in
sarcomas with several other genes from this band,
including CDK4, GLI, SAS, and CHOP (Table 6.6).
Overexpression of MDM2 or p53 in soft tissue
tumours correlates with poor prognosis and short
survival times. The CDK4 protein, when com-
plexedwith cyclin D1, governs progression through
G1 of the cell cycle by phosphorylating the RB
protein.
The recent finding of KIT mutations in gastro-

intestinal stromal tumours (GISTs) has identified
these tumours as a distinct entity and facilitated a
targeted approach to treatment. The tyrosine kinase
inhibitor STI571 has been described above for
treatment of CML. The clinical efficacy of the drug

against the mutated KIT gene product in GISTs has
been described (Tuveson et al., 2001). In addition,
STI571 has been shown to inhibit the COL1A1–
PDGFB fusion gene product associated with der-
matofibrosarcoma protruberans, and may in time
constitute an effective treatment strategy in these
tumours.

6.7.2 Carcinomas

Carcinomas often have gross aneuploidy, many
chromosome rearrangements, and considerable
variability from cell-to-cell within the same tumour
and between tumours of the same type. It is thus
important to karyotype substantially more cells
than for other tumour types and from different
regions of the tumour if possible, in order to derive
a representative genetic profile. However, whole
genome techniques, such as CGH and analysis of
LOH, have played a major role in the identifica-
tion of recurrent genetic aberrations, particularly

EWS at 22q12

FLI1 at 11q24

EWS-FLI1
t(11;22)(q24;q12)

EWS-ERG
t(21;22)(q22;q12)

EWS-ATF1
t(12;22)(q13;q12)

EWS-WT1
t(11;22)(p13;q12)

Ewings sarcoma & 
peripheral PNET

Ewings sarcoma & 
peripheral PNET

Clear cell sarcoma

Desmoplastic small 
round cell tumour

Transcription activation domain

ETS

RNA-BD

ETS

ETS

LZ

ZnF ZnF ZnF

Figure 6.7 Diagram showing the EWS protein, the FLI-1 protein, and fusion proteins generated by translocations in Ewing’s sarcoma and other
soft tissue tumours. Domains are shown as follows: RNA-BD: RNA-binding domain, ETS: ETS domain, LZ: leucine zipper, ZnF: Zinc finger.
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genomic gains and losses. Chromosome deletions
are often large, possibly indicating the presence of
multiple tumour suppressor genes. Gene mutations
are prevalent, as described in Chapters 7 and 8.
Gene inactivation by methylation has also been
recognized. Gene amplification is common in
carcinomas and is often associated with advanced
stages of malignancy. Examples of recurrent
genetic aberrations in carcinomas are presented in
Tables 6.5 and 6.6 and Figure 6.8.
In colorectal carcinomas, the well-defined pro-

gression from premalignant adenoma to metastatic

carcinoma was shown to correlate with distinct
genetic aberrations (Fearon and Vogelstein, 1990).
Since then, several inter-related genetic pathways to
colorectal cancer have been analysed in detail (Ilyas
et al., 1999). Sporadic colorectal cancer can arise via
the pathway originally described by Fearon and
Vogelstein, with APC mutation occurring as an
early event, followed byKRAS, DCC, SMAD2/4, and
TP53 mutations. Another pathway involves either
sporadic or inherited mutation of the DNA mis-
match repair genes, giving rise to replication error
positive (RERþ ) tumours. Colorectal tumours

Table 6.5 Examples of recurrent chromosome aberrations in epithelial tumours

Malignancy Chromosome aberration Affected genes

Colorectal adenocarcinoma þ 7,þ 13, � 14, � 18,þ 20, þ X
del(5)(q22–35)
del(8)(p11–23)
del(10(q22–26)
del(17)(p11–13)

DCC (chrom 18)
APC

PTEN
TP53

Breast adenocarcinoma þ 7, � X, þ 18, � 18, þ 20
der(1;16)(q10;p10)
i(1)(q10),
del(1)(q11–12)
del(3)(p14–23)
del(6)(q21–27)
t(8p12) NRG1

Ovarian adenocarcinoma þ 7, þ 8, þ 12, � 13, � 17, � 18, � X
del(6)(q15–25)
del(11)(p11–15)
del(11)(q23–25)
del(1)(q21–44)
del(1)(p31–36)
del(3)(q13–23)

OPCML

Non-small cell undifferentiated
lung carcinoma

del(3)(p14–23)
del(15)(p10–11)
del(9)(p21–23)
del(17)(p11–13)
del(11)(p11–15)
del(1)(p32–36)
del(7)(p11–13)

FHIT

Papillary thyroid carcinoma inv(10)(q11.2q21)
inv(10)(q11.2q11.2)
t(10;17)(q11.2;q23)
t(8;10)(p21–22;q11.2)

RET, H4
RET, ELE1
RET, PRKAR1A
PCM1,RET

Paediatric renal cell carcinoma t(X;1)(p11.2;q21)
t(X;17)(p11.2;q25)
t(X;1)(p11.2;p34)
inv(X)(p11.2;q12)
t(X;17)(p11.2;q23)

TFE3, PRCC
TFE3, PRCC2
TFE3, PSF
TFE3, NONO
TFE3,CLTC

Poorly differentiated carcinoma t(15;19)(q13;p13.1) NUT, BRD4
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with and without functional mismatch repair
mechanisms have very different karyotypes.
RER� tumours show aneuploidy and evidence of
chromosomal instability, while RERþ tumours

show relatively simple, stable karyotypes with few
aberrations.
Breast carcinomasareanexampleofa tumour type

showing considerable cell-to-cell heterogeneity.

1

6

13

19 20 21 22 X Y

14 15 16 17 18

7 8 9 10 11 12

2 3 4 5

Figure 6.8 Spectral karyotype (SKY) from breast carcinoma cell line showing multiple chromosome rearrangements (Courtesy: Mira
Grigorova and Paul Edwards) (See also plate 2).

Table 6.6 Examples of gene amplification in cancer

Gene Location of
normal allele

Malignancy

MYC 8q24 Breast, colorectal, lung carcinoma,

and many other solid tumours

MYCN 2p24 Neuroblastoma, retinoblastoma,

small cell lung carcinoma

MYCL1 1p34 Small cell lung carcinoma

PDGFRA 4q12 Glioblastoma

PDGFRB 5q33–35 Glioblastoma

EGFR 7p11–13 Squamous cell carcinoma, astrocytoma

IGFR-1 15q25–26 Breast carcinoma

MYB 6q22–23 Colorectal carcinoma

ERBB-2 17q12 Breast, ovarian, gastric carcinoma,

and many other solid tumours

CCND1

FGF3

FGF4

11q13 Breast, oesophageal carcinoma squamous

carcinoma, and many other solid tumours

GLI

SAS

CDK4

MDM2

12q13 Soft tissue sarcoma, glioma

AR Xq11–13 Prostate carcinoma
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In spite of this, analysis of short-term cultures from
a large series of primary breast carcinomas has
revealed non-random primary and secondary
chromosome aberrations (Texeira et al., 2002).
Most of the structural aberrations are unbalanced
rearrangements, such as deletions, isochromo-
somes and amplification in the form of HSRs.
Careful consideration by the authors of their find-
ing that �70% of breast carcinomas have cytogen-
etically unrelated clones, leads them to the
conclusion that a significant proportion of breast
carcinomas are polyclonal. An interesting recent
discovery is that 8p11–21 rearrangements in breast
adenocarcinomas target the NRG1 gene (Adélaı̈de
et al., 2003). NRG1 encodes multiple isoforms of
an epidermal growth factor-like ligand for the
ERBB/EGFR family. Since ERBB2 is commonly
amplified or overexpressed without amplification
in breast tumours, this finding highlights the
importance of disruption to specific pathways in
cancer.
Gene fusions have been described so far in only a

few carcinomas and adenomas. For example, in
papillary thyroid carcinomas the RET oncogene at
band 10q11.2 is activated by fusion with other
genes, such as H4, ELE1, and the gene encoding the
R1a regulatory subunit of protein kinase A.
Examination of different cell populations within
thyroid tumours has revealed that RET is activated
in small focal regions within benign thyroid
nodules, suggesting that it is an early event in
malignant transformation (Fusco et al., 2002). Pae-
diatric renal cell carcinomas carry translocations
in which the TFE3 gene, encoding a transcription
factor, fuses with one of several genes. These
include PRCC2, NONO, and PSF, all encoding
splicing factors, and CLTC encoding a major sub-
unit of clathrin (Argani et al., 2003). Poorly differ-
entiated carcinomas can have a t(15;19)(q13;p13.1),
in which the bromodomain gene BRD4 becomes
fused with a novel gene, NUT, of unknown func-
tion (French et al., 2003). The presence of this
translocation is associated with a highly aggressive,
invariably lethal phenotype.

6.7.3 Germ cell tumours

Germ cell tumours of various histological subtypes
occur in childhood, adolescents/young adults and
older men. The variability in presentation and
genetic aberrations in tumours arising at different
ages suggest differences in their underlying

aetiology. The most consistent cytogenetic finding
is an isochromosome of the short arm of chro-
mosome 12 in about 80% of adolescent/adult
testicular germ cell tumours. In testicular germ
cell tumours without the i(12p), gain of 12p
material occurs as a result of other rearrange-
ments, including amplification of subregions of
12p. Gain of 12p material has also been identified
in some non-testicular germ cell tumours, enab-
ling a germ cell tumour to be identified in extra-
gonadal cases that are difficult to diagnose using
morphological criteria. The i(12p) has also been
found in germ cell tumours of the ovary. The
putative precursor lesion of testicular germ cell
tumours is carcinoma in situ (intratubular germ
cell neoplasia). CGH analysis of carcinoma in situ
failed to find gain of 12p, suggesting that the
formation of this aberration is critical in the pro-
gression to invasive disease (Summersgill et al.,
2001). Other aberrations are occasionally present
in germ cell tumours of different types, including
gain of material from chromosomes 4, 21 and X
and 12q in adolescent/adult testicular germ cell
tumours, and distal 1p losses and translocations
of 6q in childhood cases.

6.7.4 Neuroblastoma

Neuroblastoma is the most common extracranial
solid malignant tumour of children. It is included
in this consideration of solid tumours since genetic
aberrations are of particular importance in the
clinic. Neuroblastoma patients fall into two broad
prognostic categories, which have been correlated
with distinct clinical, biological, and genetic factors
(Brodeur, 2003). Favourable prognosis neuro-
blastoma is associated with young age and early
stage (1, 2a, or 4s), triploid karyotype, absence of 1p
abnormalities or MYCN gene amplification. This
type has an excellent outcome with little or no
therapy. Unfavourable prognosis neuroblastoma
is associated with older age, advanced stage (2b, 3,
or 4), pseudodiploid and tetraploid karyotypes,
1p deletions, 17q gain, and MYCN amplification
(Figure 6.9). The outcome is generally poor in
these patients despite aggressive multi-agent
chemotherapy and, in some cases, marrow ablat-
ive treatment and bone marrow transplantation.
The presence of del(1p), gain of 17q, MYCN amp-
lification, or pseudodiploidy/tetraploidy can thus
be used at diagnosis to identify patients who need
to be given intensive treatment.
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6.8 Conclusions and future prospects

It is apparent that chromosomal aberrations play
a central role in tumorigenesis and tumour
progression. Basic chromosomal mechanisms for
oncogene activation and tumour suppressor gene
inactivation have been identified from cytogenetic
and molecular genetic analysis of large numbers
of aberrations. These studies have been accom-
panied by functional analysis of these genes which
has revealed numerous regulatory pathways
concerned with signal transduction, cell cycle
control, differentiation, and apoptosis.
Major differences have emerged from these

studies in the types of aberrations observed in dif-
ferent malignancies. For example, leukaemias,
lymphomas, and sarcomas generally have few
aberrations with near-diploid karyotypes, whereas
carcinomas often have many aberrations and gross
aneuploidy. Amplification is a common feature of
sarcomas and carcinomas, but has hardly ever been
seen in leukaemias and lymphomas. Leukaemias,
lymphomas, and sarcomas often have oncogene
activation by gene fusion, whereas in carcinomas
this mechanism has been confirmed so far in only a
few types. The complexity of chromosome aberra-
tions may simply be hampering the identification of
gene fusions and gene rearrangements in other
forms of carcinoma (Mitelman et al., 2004).

There are several factors to consider when
examining the aetiology of tumorigenic aberra-
tions. Exposure to external or intracellular muta-
gens, such as cosmic radiation, dietary factors, or
endogenous metabolites, is well known to play a
major role in DNA damage. However, other factors
also need to be considered, such as increased sus-
ceptibility resulting from an inherited DNA repair
defect or an inactivated tumour suppressor gene.
Presumably most genetic aberrations are not
tumorigenic and are detected by the damage-
response pathway resulting in apoptosis unless
repaired. Those aberrations which confer a prolif-
erative advantage, and do not result in apoptosis
(either because they are not detected by p53 or
because p53 is not functional) allow clonal expan-
sion of the cells carrying them.
Numerous examples have been given here of the

clinical applications of cytogenetic aberrations.
Treatment strategies for cancer are critically
dependent on accurate diagnosis. In cases where
conventional histopathology is insufficient to
determine the tumour type, further investigations
including cytogenetic analysis may then become
necessary. For example, small round cell tumours
of childhood which include Ewing’s sarcoma,
pPNET, neuroblastoma, and rhabdomyosarcoma
may be difficult to distinguish from each other
when they are undifferentiated, but as described

Figure 6.9 Detection by fluorescence in situ hybridization (FISH) of prognostic markers in neuroblastoma. Left: Interphase FISH on nuclei
showing multiple copies of MYCN labelled yellow. Right: Metaphase spread from neuroblastoma cell line with deleted 1p (arrowed), and
additional copies of 17q labelled red. Centromeres of chromosome 1 are labelled green (See also plate 3).
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above, these tumours have distinctive chromosome
aberrations that enable their precise diagnosis.
Identification of aberrations may also be

important prognostically. The presence of those
associated with poor prognosis may indicate that
intensive therapy should be started as soon as
possible to optimize the patient’s likelihood of
survival. On the other hand, the presence of those
that are associated with good prognosis may
indicate that less intensive therapy can be used or
therapy even avoided altogether. Once the genetic
aberrations in a tumour are identified, they can be
used as tumour markers for serial sampling of
blood or bone marrow, as in the case of leukaemia
and lymphoma, to examine a patient’s response to
treatment and to monitor the clinical course in the
longer term.
Future research on chromosome aberrations in

cancer will undoubtedly focus on several issues.
All the targeted genes have to be identified and
their roles in normal and tumour cells understood.
There is an urgent need to develop efficient pro-
cedures to analyse carcinomas, for which a dis-
proportionately small number of cases has been
examined so far. Another question is why certain
translocations are so specific to particular tumour
types (Barr, 1998). An improved understanding of
lineage-specific transcription should emerge from
functional studies of the abnormal genes generated
by these translocations. These studies will all give
rise to fundamental knowledge of the biological
processes that govern tumorigenesis and tumour
progression, and will hopefully lead to prevention
of some cancers and the development of new, more
effective forms of therapy.
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The involvement of multiple genetic events in the
generation of human cancers has been discussed in
previous chapters and the terms oncogene and
tumour suppressor gene have been used to describe
the two major classes of cellular genes that are
genetically or epigenetically altered. In this section
we will examine the discovery and characterization
of those genes classified as ‘oncogenes’ and will
consider their role in the process of carcinogenesis
and their potential use as therapeutic targets.

Initially, oncogene was coined as a generic term
to describe any gene capable of causing cancer.
Subsequently, as tumour suppressor genes were
identified and it became clear that these con-
tributed via loss of function, use of the term onco-
gene was restricted to those genes that contribute to
tumorigenesis via gain of function, and are dom-
inant at the cellular level.

7.1 Retroviral transduction: the
discovery of transforming genes

The concept that certain genes can induce cancer
came initially from studies of animal viruses.

Several viruses capable of inducing tumours in
animals and birds were identified in the first half of
the twentieth century. They fall into two major
groups, the double-stranded DNA tumour viruses
and the RNA tumour viruses or retroviruses. Both
groups are described in more detail in Chapter 13
but some discussion of the retroviruses is relevant
here as these viruses provided the first clues to the
identity of the genes that can contribute to the
development of human cancer and have provided
a wealth of information on the ways in which
alterations of cellular genes can drive the process of
transformation. Detailed information on retro-
viruses can be found in the excellent book edited by
Coffin and colleagues (Coffin et al., 1997).
Studies of tumour induction by retroviruses in

animals revealed two distinct patterns of tumour
development (Varmus, 1988). In some cases, for
example, leukaemia viruses and murine mammary
tumour virus, tumours arose after a long latent
period (months), suggesting that some form of
in vivo selection was required during the process of
tumour induction. These viruses are commonly
known as chronic or slow tumour viruses. Other
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retroviruses showed a dramatically short latent
period for tumour induction (days or weeks) and
these isolates were able to alter or ‘transform’ cul-
tured cells, implying that each virion carried
information that had a direct and dominant effect
on cells. The resulting tumours are therefore poly-
clonal in contrast to those induced by the chronic
retroviruses that are monoclonal. Examination of
the genome of these two types of retrovirus
revealed that the chronic viruses contained only the
usual gag, pol, and env genes required for replica-
tion (see Chapter 13) but that the acutely trans-
forming viruses contained novel sequences in place
of some of this genetic information. These acute
retroviruses were therefore replication defective
and required complementation by wild-type virus
for productive replication.

7.1.1 Transduction of normal cellular
genes by retroviruses

The new sequences contained within the viral
genome were designated viral oncogenes (v-oncs)
and rapidly during the 1970s and 1980s, more than
30 viral oncogenes were distinguished. Where did
these novel sequences come from and what was
their role in the transformation process? It was
shown by hybridizing the v-onc sequences to DNA
extracted from the host species, that these onco-
genic sequences were closely related to cellular
genes. Furthermore, these sequences were highly
conserved evolutionarily and found in all higher
vertebrates. Many have also now been shown to
have homologous sequences in lower organisms. In
each case, a rare recombination event had resulted
in the acquisition by the retrovirus of cellular DNA,
a process known as transduction, and this had
conferred new properties on the virus. A wide
range of genes was identified and these were
shown to be genes that are not silent but expressed
in normal cells. Clearly in this normal cellular
context they did not act as oncogenes and there was
much speculation about what the difference
between the viral and cellular genes might be.
Possibilities included expression in an abnormal
context, expression at high level from the strong
viral promoters and enhancers or that the genes
might be altered in some way in the virus. A range
of genes was identified including growth factors,
receptors, signal transduction molecules and tran-
scription factors (Table 7.1). As DNA sequencing
became routine and the v-oncswere compared with

their cellular counterparts, it became clear that in
many cases the viral genes contained alterations
predicted to confer novel properties or regulatory
alterations on the genes. Their cellular counterparts
were thus termed proto-oncogenes or cellular
oncogenes to denote this.

For example, the ras oncogenes captured by
retroviruses contain point mutations in codon 12,
a position later shown to activate the signalling
function of the protein (see below). Commonly,
v-oncs encoding receptor tyrosine kinases show loss
of sequences that encode the ligand-binding
domain and this renders the receptor con-
stitutively active e.g. v-erbB, v-sea, v-ros, v-kit. In
v-fms, the viral counterpart of the colony stimu-
lating factor 1 (CSF1) receptor, there is a mutation
in the ligand-binding domain that causes altered
conformation of the protein, mimicking the effect of
ligand binding.

Myc is transduced by several retroviruses and
here it is altered levels of expression that are crit-
ical, though some mutations do enhance the
transforming ability. Normally, expression of cel-
lular myc is very tightly regulated and it is only
expressed in particular phases of the cell cycle.
When transduced by a retrovirus, the strong pro-
moter and enhancer elements of the viral long
terminal repeat sequences (LTRs) override these
normal controls (Figure 7.1).

7.1.2 Insertional activation by replication
competent retroviruses

Work on the replication competent tumour-
inducing retroviruses revealed that although these
did not transduce cellular genes, the mechanism by
which they exerted their effect was by proviral
insertion in specific regions of the genome. The
retroviral life cycle involves initial release of RNA
from the viral particle in the cytoplasm, followed
by reverse transcription of the RNA to generate a
double-stranded DNA form that enters the nucleus
and inserts into the host chromosomal DNA. The
inserted form is known as the provirus. Following
integration, viral RNA is transcribed, packaged into
viral particles and released from the cell. Integra-
tion into the host genome is a more or less random
process and occasionally, insertional events occur
that place the viral LTRs in a position that allows
high-level expression of a cellular gene to occur,
driven by these strong promoter and enhancer
sequences.
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By definition, every integration event is an
insertional mutation and it can be envisaged that
these not only activate transcription of cellular
genes on occasion but perhaps more commonly
may cause cellular gene inactivation by disruption.
The genes that might be targets for this latter type
of mutation are the tumour suppressor genes.
However, these typically require inactivation of
both alleles for phenotypic effect (Chapter 8) and as
retroviral insertional mutation is always mono-
allelic, the many predicted insertional inactivations
are not predicted to affect cell phenotype.

The first example of insertional activation
came from B cell lymphomas induced by avian

leukaemia viruses (ALVs). RNA transcripts in the
induced tumour cells contained both viral LTR
sequences and cellular sequences. The cellular gene
was the Myc gene, also found in acutely trans-
forming viruses. Retroviral insertion placed the
coding region of myc downstream of the powerful
viral LTR, again resulting in high levels of expres-
sion (Figure 7.1). Subsequent identification of the
insertion sites of other proviruses in animal tumours
revealed that several of the cellular genes targeted
and activated by these events were the same as
those transduced by the acutely transforming
retroviruses, including Myc, Mos, Myb, Hras, Kras,
ErbB1, and Fms. Some other genes were also

Table 7.1 Retroviral oncogenes: cellular genes transduced by retroviruses

Function Oncogene Virusa Species and tissue of origin

Non-receptor tyrosine kinase src RSV Chicken sarcoma
fps Fu-SV Chicken sarcoma
fes GA-SV Cat sarcoma
yes Y73-ASV Chicken sarcoma
fgr GR-FeSV Cat sarcoma
abl Ab-MLV Mouse pre-B lymphoma

Receptor tyrosine kinase ros UR2-ASV Chicken sarcoma
erbB AEV-ES4 Chicken erythroblastosis
fms SM-FeSV Cat sarcoma
kit HZ4-FeSV Cat sarcoma
sea S13-AEV Chicken erythroblastosis
eyk RPL30 Chicken sarcoma

Cytokine receptor mpl MPLV Mouse myeloproliferative disease

G protein rasK Ki-MSV Rat sarcoma/erythroleukaemia
rasH Ha-MSV Rat sarcoma/erythroleukaemia

Serine/threonine kinase raf 3611-MSV Mouse sarcoma
mil MH2 Chicken sarcoma/carcinoma
akt AKT8 Mouse T cell lymphoma
mos Mo-MSV Mouse sarcoma

Growth factor sis SSV Monkey sarcoma

Adapter protein cbl Cas NS-1 Mouse pre-B lymphoma/myeloid leukaemia
crk ASV-1 Chicken sarcoma

Transcription factor ski SKV-ASV Chicken carcinoma
erbA AEV-ES4 Chicken erythroblastosis
jun ASV-17 Chicken sarcoma
fos FBJ-MSV Mouse osteosarcoma
myc MC29 Chicken myelocytoma/carcinoma
myb BAI-AMV Chicken myeloblastosis
rel REV-T Turkey reticuloendotheliosis
ets E26-AMV Chicken erythroblastosis/myeloblastosis
maf AS42 Chicken sarcoma
qin ASV-31 Chicken sarcoma

a Only one example of a retrovirus carrying each gene is given. For comprehensive lists see Coffin et al. (1997).
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identified, for example IL2, IL3 and genes activated
by insertional mutagenesis in murine mammary
tumour virus (MMTV)-induced tumours, known
originally as the Int genes. Int1, Int2, Int3, and Int4
are the cellular genes Wnt1, Fgf3, Notch4, and Wnt3
respectively. These latter genes are not normally
expressed inmammary cells and are therefore genes
that act as oncogenes by virtue of inappropriate
expression. Examples of genes activated by inser-
tional mutagenesis are listed in Table 7.2.
This ability of retroviral insertion to select rare

cancer causing mutations has led in recent years to
the use of retroviruses as mutagens in systematic
approaches to identify oncogenes that can be activ-
ated in this way. The use of polymerase chain
reaction (PCR) and current knowledge of the
sequence of both human and mouse genomes has
greatly facilitated the identification of genes adja-
cent to the integration sites. An example is an eleg-
ant study by Suzuki and co-workers, where the
induction of mouse leukaemia by retroviruses was
used in conjunction with an inverse polymerase
chain reaction (PCR)-based strategy to identify
several hundred proviral integration sites (Suzuki
et al., 2002). These included many of the known
suspects and a large number of novel genes. This
and other animal-based approaches to oncogene
discovery arediscussed inmoredetail inChapter 19.

7.2 Identification of cellular oncogenes

If cellular genes can cause cancer when transduced
by a virus, it would not be surprising if alterations
to the same genes within the host cell could have a
similar effect. This indeed proved to be the case and
numerous cellular genes have now been shown to
act as oncogenes in human tumours. Currently
more than 100 mammalian genes have been
reported to act as oncogenes when expressed
inappropriately or altered by mutation.

Several approaches have been used to identify
cellular genes that contribute as dominant onco-
genes in human and animal tumours. In the early
1980s, a functional assay to screen tumour DNA
was developed and widely used (Shih et al., 1979).
This is known as the NIH-3T3 transformation assay
and involves the introduction into the immortal
murine cell line NIH-3T3 of tumour-derived DNA
by means of a process known as transfection
(Weinberg, 1981). Currently there are many pos-
sible ways of introducing DNA into cultured cells
and the NIH-3T3 assay used in the 1980s employed
a method known as calcium phosphate precipita-
tion. Following introduction of DNA, the cells were
maintained at confluence and examined for the
presence of colonies or ‘foci’ of piled up, morpho-
logically altered, transformed cells (Figure 7.2).

Exon 1 Exon 2 Exon 3

Cellular myc(a)

(b) LTR v-myc env LTRRetroviral myc

p58 c-myc protein

p110 gag–myc protein

(c) Proviral insertion

Exon 2 Exon 3
LTRLTR

Exon 1

p58 c-myc protein

gag

Figure 7.1 (a) Normal c-myc locus. There are three exons, two of which are coding (grey) which give rise to a 58 kDa protein product.
(b) The transduced myc gene of MC29 is inserted between the retroviral gag and env genes and gives rise to a transforming gag–myc fusion
protein of 110 kDa from a translational start site within gag. (c) An example of proviral insertion into the c-myc locus. The provirus is inserted
between exon one and the coding exons and drives high-level expression of a normal 58 kDa myc protein.
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DNA from such foci was usually subjected to sev-
eral cycles of transfection to sequentially reduce the
amount of donor DNA retained (via selection), and
ultimately examined to identify the active donor
DNA sequence. Other means of selection of altered
cells were also used. This included ability to form
colonies in suspension in soft agar, a phenotype
exhibited by many transformed cells, and ability to

form tumours in animals. In practice, most users
preferred the focus assay because of the ease with
which foci could be scored against the uniform
background of the confluent, contact inhibited
monolayer of immortal mouse cells and the relative
speed with which multiple assays could be carried
out. Human sequences could be identified due to
the presence of human specific repeat sequences

Table 7.2 Cellular genes activated by retroviral insertional mutagenesis

Functiona Locus Virusb Species and tissue of origin

Growth factor/cytokine FGF3/Int2 MMTV Mouse mammary carcinoma
FGF4/Hst1 MMTV Mouse mammary carcinoma
FGF8/AIGF MMTV Mouse mammary carcinoma
CSF-1 MLV Mouse myeloid leukaemia
GM-CSF IAP Mouse myeloid cell lines
IL2 GaLV Ape T cell leukaemia cell line
IL3 IAP Mouse myeloid cell lines
WNT3/Int4 MMTV Mouse mammary carcinoma
WNT1/Int1 Mouse mammary carcinoma

Receptor tyrosine kinase ErbB RAV-1 Chicken erythroblastosis
Fms Fr-MLV Mouse myeloblastic leukaemia
Int3/Notch4 MMTV Mouse mammary carcinoma
IL2 receptor IAP Mouse T cell lymphoma cell line
Prlr Mo-MLV Rat T cell leukaemia
Notch1 Mo-MLV Mouse T cell lymphoma

G protein Hras1 MAV-1 Chicken nephroblastoma
Kras2 Fr-MLV Mouse myeloid cell line

GDP–GTP regulation Tiam1 Mo-MLV Mouse T cell lymphoma cell line
Nf1 BXH2-MLV Mouse myeloid leukaemia

Non-receptor tyrosine kinase Lck Mo-MLV Rat T cell lymphoma

Serine/threonine kinase Mos IAP Mouse myeloma
Pim1 Mo-MLV Mouse T cell lymphoma
Pim2 Mo-MLV Mouse T cell lymphoma
Tpl2 Mo-MLV Rat T cell lymphoma

Transcription factor Bmi1 Mo-MLV Mouse B cell lymphoma
Ets1 Mo-MLV Rat T cell lymphoma
Evi1 Fr-MLV Mouse myeloblastic leukaemia
Fli1 FR-MLV Mouse erythroleukaemia
c-fos RAV-1 Chicken nephroblastoma
Hox2.4 IAP Mouse myeloid leukaemia cell line
Hoxa9 BXH-2 MLV Mouse myeloid leukaemia
c-myb ALV Chicken B cell lymphoma
c-myc RAV-1/RAV-2 Chicken B cell lymphoma
N-myc Mo-MLV Mouse T cell lymphoma
c-rel ALV Chicken lymphoma cell line
Scl IAP Mouse myeloid cell line
Spi1 SFFV Mouse erythroleukaemia
p53 F-MLV/SFFV Mouse erythroleukaemia

a In the interests of space, only those genes with known or predicted function have been included. Many other genes
targeted by retroviral insertion have been identified. See for example Suzuki et al. (2002).

b Only one virus type is given for each gene as an example.
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(commonly Alu sequences), which facilitated
downstream analysis of the transfected genes.
These functional analyses commonly identified

members of the Ras gene family, already identified
in retroviruses. In 1982 a human oncogene derived
from the bladder tumour cell line EJ was shown to
be homologous to the oncogene of Harvey murine
sarcoma virus (Parada et al., 1982) and the cellular
proto-oncogene was designated HRAS. Also iden-
tified by the assay was a homologue of the Kirsten
murine sarcoma virus (KRAS2) and a new member
of the ras gene family NRAS, that has no viral
counterpart.
The mechanism of activation of these cellular

genes was the subject of intense investigation.
Excitingly, it was found that a single base change
in the coding sequence altered a single amino

acid in the encoded protein from glycine to
valine, and functional studies demonstrated
that this single point mutation was sufficient to
confer transforming ability on the HRAS protein
(Reddy et al., 1982; Tabin et al., 1982). Although Ras
oncogenes (HRAS, KRAS2, and NRAS) were by
far the most commonly identified human trans-
forming genes using the NIH-3T3 assay, several
other genes were also identified. These include
RET and TRK, both identified as re-arranged genes
that encoded novel fusion proteins (see below).
The rat homologue of ERBB2, Neu, was identified
using the assay and found to contain an activating
mutation in the transmembrane domain of the
receptor.

It should be noted that only a small proportion of
tumour DNAs (less than 15%) score positive in the

High molecular weight 
tumour cell  DNA

Precipitate with calcium 
phosphate

NIH 3T3 cell monolayer

Focus of transformed cells

Colonies of anchorage 
independent  cells in agarose

Tumour in mouse

Figure 7.2 The NIH 3T3 transformation assay. High
molecular weight DNA extracted from tumour cells is
precipitated with calcium phosphate and added to a
monolayer of NIH 3T3 cells which take up the
precipitate. Some of this DNA becomes integrated
into the cellular genome and if this contains an
activated oncogene can induce phenotypic alterations
in the transfected cells, including ability to form
colonies in soft agarose, formation of piled up foci
in the monolayer or tumour formation in mice.
Cells with altered phenotype can be isolated for
identification of transfected sequences.
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NIH-3T3 assay. Possible explanations for this are
the relative insensitivity of the assay, including the
requirement that the genomic sequence of any
oncogene remains intact during DNA extraction,
which precludes detection of very large genes,
subjectivity of scoring and the probability that
only a few genes can transform this single immortal
cell type. This latter issue might severely restrict
the possibilities, given that NIH-3T3 cells which
require only one additional event for transforma-
tion to tumorigenicity, are derived from a mesen-
chymal cell precursor rather than an epithelial cell
that might be more applicable for the identification
of epithelial tumour oncogenes. Nevertheless, the
use of this simple assay provided a great deal of
new information on human tumour genes and
provided the impetus for further searches for
human transforming genes.

7.3 Mechanisms of oncogene
activation

7.3.1 Mutation

As we have seen, a single point mutation in a Ras
proto-oncogene can lead to altered gene function.
The Ras proteins are small (�21 kDa) guanosine
triphosphatases (GTPases) that cycle between the
GTP (active) and GDP-bound (inactive) state. In the
normal cell, this is regulated by two classes of pro-
tein, guanine nucleotide exchange factors (GEFs),
which increase the amount of GTP-bound Ras and
the GTPase activating proteins (GAPs), which drive
the formation of GDP-bound Ras. Upstream of
these regulators, a wide range of stimuli from
cell surface receptors influence these processes and
downstream of the Ras proteins a plethora of
effectors has been identified (Malumbres and
Barbacid, 2003), resulting in a range of biological
effects including stimulation of cell proliferation,
differentiation and apoptosis. A major consequence
of Ras activation following growth factor signalling
via receptor tyrosine kinases is activation of the
MAPK pathway (see Chapter 11).

The Ras oncogenes NRAS, HRAS, and KRAS2 are
mutated in 30% of human cancers including a high
proportion of the major solid tumour types, for
example, colorectal and lung and several forms of
leukaemia (Bos, 1989). The mutations found are
confined to codons 12, 13, and 61 and all result in an
increase of the GTP-bound form of the protein (i.e.
constitutive activation).

The key importance of the Ras-MAPK pathway
led to the recent initiation of a systematic screen
for mutations in the coding region of members of
this pathway in a panel of human tumour types
(cancer genomeproject: www.sanger.ac.uk/CGP/).
The first finding of this initiative has been the
identification of mutations of the BRAF gene in
66% of malignant melanomas and less frequently in
a range of other tumour types (Davies et al., 2002).
The mutations found are in the kinase domain of
the protein and result in increased kinase activity.
This finding in melanomas, which also show
mutation of NRAS, indicates a possible alternative
means to activate this pathway and underscores
the importance of the Ras-MAPK pathway in this
cell type.
Several other genes are activated by point muta-

tion in human cancer. Activating point mutations
in codons 301 and 969 of the FMS gene have been
identified in acute myeloblastic leukaemia (Ridge
et al., 1990). More recently mutations have been
found in the FMS-like tyrosine kinase 3 (FLT3) in
patients with acute lymphoblastic leukaemis,
myelodysplasia, and acute myeloid leukaemia,
making this one of the most frequently mutated
genes in haematological malignancies (Stirewalt
and Radich, 2003). Also in haematological malig-
nancies, mutations in the receptor tyrosine kinase
KIT are found in mastocytosis, a malignant disease
involving mast cells and in myeloproliferative
syndromes (Scheijen and Griffin, 2002). The most
common mutation of KIT is D816V, in the phos-
photransferase domain. Mutations are also found
in some germ cell tumours (Tian et al., 1999) and
gastrointestinal stromal tumours (GISTs) (Hirota
et al., 1998).
The fibroblast growth factor receptor 3 (FGFR3) is

mutated in a large proportion of bladder tumours
(Munro and Knowles, 2003). In this case the muta-
tions found are identical to mutations that in the
germline cause lethal forms of dwarfism through
constitutive activation of the tyrosine kinase activ-
ity of the receptor. In the long bones, FGFR3 sig-
nalling has a negative effect on chondrocyte
proliferation. In the epithelium of the bladder it
seems that a positive regulatory role is likely.
FGFR3 mutation appears surprisingly specific,
found only in bladder cancer and a small number of
cases of multiple myeloma.
Three oncogenes have been identified as causat-

ive genes in familial cancer syndromes. These are
RET, MET, and CDK4 (Chapter 3).
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7.3.2 Overexpression

Insertional activation of oncogenes in animal
tumours indicated that overexpression of some
cellular genes or in some cases low-level expression
in an unusual cellular context could have a pro-
found effect on cell phenotype. During the early
1980s, aberrant expression of cellular genes was
therefore considered as potentially oncogenic and
the search was on for examples of this in human
tumours.
Two genetic mechanisms have been identified

that lead to the overexpression of cellular proto-
oncogenes; genomic amplification and transloca-
tion. Identification of genes activated by both
mechanisms has yielded an enormous amount of
information not only on the genes involved in
neoplastic development but also the pathways in
which they function.

Amplification of oncogenes
An increase in the number of copies of a gene
within the cell represents a possible mechanism for
increased expression. Many early cytogenetic
studies of human tumours described the presence
of so-called double minute chromosomes (DMs)
and homogenously staining regions (HSRs) within
chromosomes (see Chapter 6). These were found to
be the visible hallmarks of high-level amplification
of specific genomic regions.
When tumour-derived cells containing DMs or

HSRs were studied by Southern blotting or in situ
hybridization using probes for known oncogenes, it
was found that many amplified regions contained
MYC-related sequences. Amplification of MYC
(8q24) was identified in the acute lymphocytic
leukaemia cell line HL-60 (Collins and Groudine,
1982) and a related sequence, MYCN (2p24), was
amplified in many neuroblastomas (Schwab et al.,
1983). A third myc family member, MYCL1 (1p34),
is amplified in cases of small cell lung carcinoma
(SCCL) (Nau et al., 1985).
In breast and other epithelial malignancies,

amplification of ERBB2 (also known as HER2), a
receptor tyrosine kinase with significant homology
to ERBB1 (previously identified as a retroviral
oncogene) was found (Slamon et al., 1989). The rat
homologue of ERBB2, Neu, had previously been
identified as an oncogene by the NIH-3T3 assay. In
the Neu oncogene, an activating mutation in the
transmembrane domain of the protein was found to
give rise to constitutive activation of the tyrosine

kinase. In the case of human ERBB2 (17q21), no
activating mutations have been found in tumours
and the gene has not been identified by functional
screening in NIH-3T3 cells. More recently, other
members of this protein family, ERBB3 and ERBB4
have been found to be overexpressed in breast and
other cancers. In neither case does this appear to be
the result of gene amplification but it has been
shown that these two receptors can heterodimerize
with ERBB2, allowing binding of the ligand here-
gulin, which does not bind to ERBB2 homodimers.

Initial identification of these amplified genes
relied heavily on pre-existing knowledge of retro-
viral oncogenes and some inspired guesswork.
With the vast amount of information now available
on the human and other genomes, together with the
development of some powerful molecular cyto-
genetic techniques, the localization of novel ampli-
cons and the rapid identification of candidate genes
within them has become almost routine. In recent
years therefore, the catalogue of amplified genes
found in human tumours has enlarged consider-
ably. The methodology currently applied to map
amplicons has been discussed in more detail in
Chapter 6. For example, a whole genome compar-
ison of DNA copy number changes by classical or
microarray CGH can detect regions of high-level
amplification with ease. With accurate mapping in
the case of array CGH, where sequenced clones are
used in the array, identification of candidate genes
is simply achieved by reference to the current build
of the human genome.

Many amplicons contain several genes. Final
confirmation of the critical target(s) within such
amplicons requires functional studies and for many
candidate genes this has not yet been obtained.
A comprehensive listing of these amplified genes is
beyond the scope of this chapter but Table 7.3 lists
examples of amplicons described in solid cancers
together with some candidate genes identified
within them.

As the numbers of amplicons and candidate
oncogenes expand, it is becoming clear that valida-
tion of candidates is not always straightforward and
much attention is currently focussed on the devel-
opment of robust methods for this. Two regions of
amplification that have received much recent
attention are those on 17q and 20q that are amplified
in many cancers. These are commonly large ampli-
cons and fine mapping and measurement of copy
number across the regions has revealed more than
one peak of amplification in each (Monni et al., 2001;
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Hodgson et al., 2003). This implies that theremay be
more than one target gene that confers a selective
advantage. On 17q for example there is one region at
17q13 that contains ERBB2 and another at 17q23 that
can be mapped separately in some tumours. Many
breast tumours however contain a huge amplicon
encompassing both regions. Expression analyses
have generated a similarly complex picture. Con-
sequently, there are several genes from each of these
regions that show high level amplification, high
levels of expression in the appropriate tumour
samples and also show some characteristics expec-
ted of an oncogene in functional assays such as
transforming ability in vitro. With these problems in
mind it is worth noting that considerable luck was
experienced during the early identification of MYC
and ERBB2 as functionally significant target genes
within HSRs and DMs.

Current possibilities of combining both genome-
wide assessment of copy number changes with

expression profiling of the same tumour tissues are
generating complex and exciting views of the
molecular signatures of cancer cells. This approach
potentially can lead to the direct identification of
amplification targets. The reader is referred to
two recent examples of studies of breast cancer in
which, reassuringly this approach identified most
of the previously identified amplicons in breast
cancer together with many novel targets (Hyman
et al., 2002; Pollack et al., 2002).
Potential mechanisms for the generation of high-

level genomic amplification have now been pro-
posed. Ultimately these will need to account for
two distinct patterns of amplification, those that are
high level but affect only a small region of DNA, for
example, amplicons affecting MYCN in neuro-
blastomas and others such as those on 11q, 12p,
17q, and 20q that cover many megabases of DNA
and contain variations in copy number across the
amplicon. Drug-selected intrachromosomal gene

Table 7.3 Amplified genes in human solid tumours

Genomic region Candidate gene(s) Tumour types with amplification

1p34 MYCL1 Lung, ovary
1q21–24 COAS2, PRUNE, KIA1096 Sarcoma, liver, breast, bladder, and others
2p24 MYCN Neuroblastoma, retinoblastoma, medulloblastoma
2p15 MEIS1 Neuroblastoma
3q25–26 PIK3CA, EIF-5A2 Cervix, ovarian, prostate
6p22 E2F3, CDKAL1 Bladder
6q22–24 MYB Hereditary breast (BRCA1), pancreatic
7p12 EGFR Glioma, glioblastoma
7q31 MET Colorectum
7q35–36 EZH2 Breast, colon, bladder larynx, gastric, lung, testis
8p12 FGFR1, WHSC1L1 Breast, bladder
8q21 TCEB1, E2F5 Breast
8q24 MYC, KCNK9, RAD21, EIF3S3 Many
9p23–24 GASC1 Oesophagus
10q24 PLAU Prostate
10q26 FGFR2 Gastric, breast
11q13 CCND1, EMS1, MYEOV Breast, bladder, liver, pancreas, oesophagus
11q22 BIRC2, BIRC3 Lung
12p12 PTHLH, KRAS2 Lung
12q14 MDM2, GLI, CDK4, SAS, Sarcoma, bladder, glioma, salivary gland
15q26 IQGAP1 Gastric
17p12 MAP2K4, ZNF18
17q12–23 TERBB2, GRB7, MLN64, HSD17B1,

TBX2, BIRC5, TOP2A, HOXB7, PAT1,
RAD51C, SIGMA1B, BCAS3, and others

Breast, pancreas, bladder, endometrium

19q13 SEI1, AKT2, ZNF146, CCNE1 Ovary, pancreas, bladder
20q11 NCOA6
20q13 CTSZ, ZNF217, CYP24, AURKA, BCAS1,

BCAS4, NCOA3, MYBL2, and others
Breast, ovary, pancreas, bladder
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amplification, for example that of DHFR ampli-
fication in the presence of methotrexate, can be
explained by the chromatid breakage–fusion–
bridge cycle (McClintock, 1941). Extra copies can
also be acquired following unusual segregation at
mitosis of extrachromosomal fragments (DMs or
episomes) without centromeres (Windle et al.,
1991). Amplicons are frequently found adjacent to
fragile sites in the genome (Coquelle et al., 1997;
Hellman et al., 2002) and hypoxia, commonly
found in solid tumours, may be a potent trigger for
expression of these sites providing breaks that can
form the boundaries of new amplicons (Coquelle
et al., 1998).
In practice, any overrepresentation of a gene can

lead to a potentially pathogenic increase in
expression levels and it is likely that for some
genes, perhaps where levels of expression are
normally very low, an increase in copy number by
one or two may raise expression levels well above a
critical normal threshold. In an aneuploid tumour
cell, subtle imbalances may well lead to patho-
logical changes in relative expression levels. The
application of sensitive expression array analysis
may allow any such changes to be identified in the
future.

Chromosomal translocations and re-arrangements
Some of the most striking early observations made
on the karyotypes of cells derived from tumours
were of chromosomal translocations, often
balanced translocations where two chromosomes
appeared to have made a direct exchange of
material. Chromosomal translocations are found in
both chronic and acute haematopoetic malig-
nancies and in some solid tumours of mesenchymal
origin. In these contexts, striking specificity of
translocation with tumour type or sub-type is
observed. To date, despite rapid recent improve-
ments in our ability to prepare and study chromo-
somes from the common epithelial malignancies,
few balanced translocations have been identified.
The reader is referred to excellent reviews
(Rabbitts, 1994; Rowley, 1999; Bennicelli and Barr,
2002) and to Chapter 6 for more extensive
descriptions of the range of translocations found in
non-epithelial tumours.
Two consequences of chromosomal breakage

and re-joining have been elucidated via the cloning
and sequencing of translocation breakpoints from
tumours. One consequence is that a gene close to
the breakpoint on one derivative chromosome is

not altered in its structure but its pattern of
expression is altered. The second is that the struc-
ture of a gene (or genes) at the breakpoints is
altered. Commonly this involves the fusion of
exons from two different genes to give rise to a
novel transcript and fusion protein product with
altered or novel function.

Several examples of the first type of translocation
involve the MYC gene (Kuppers and Dalla-Favera,
2001). These include three common translocations
in Burkitt’s lymphoma, t(8;14)(q24;q32), t(2;8)
(p12; q24), and t(8;22)(q24;q11) in which the MYC
gene is activated by translocation to the region of
an immunoglobulin gene. Other lymphomas have
different breakpoints and the orientation of the two
genes can be head to head (5 0 of MYC to 5 0 of Ig) or
head to tail (5 0 ofMYC to 3 0 of Ig). Immunoglobulin
and T-cell receptor genes are involved in many
such translocations as they have a natural propen-
sity to re-arrange in the generation of antibody
diversity and errors in the process can occasionally
lead to interchromosomal translocation.

An example of the second type of translocation is
the 9;22 translocation in chronic myelogenous
leukaemia that results in the fusion of the Abelson
gene (ABL) on 9q34 with the 5 0 region including
the promoter of the BCR gene on chromosome 22.
Both genes are broken in introns resulting in the
formation of an in-frame fusion mRNA and protein
that is unique to these tumour cells. Almost all
CML patients show this translocation and express
an abnormal 210 kDa protein (normal ABL protein
145 kDa). The derivative chromosome 22 is known
as the Philadelphia (Ph) chromosome. A Ph chro-
mosome is also found in some cases of acute
lymphoid and myelogenous leukaemia and but
here the breakpoint in the BCR gene is different and
the fusion protein is 190 kDa. Functional assess-
ment of these two fusions proteins in vivo indicates
that the transforming ability of the 190 kDa protein
is greater, which may explain its association with
acute rather than chronic disease.

Most of the translocations identified in the
myeloid leukaemias and in sarcomas are of this
second type, resulting in the production of novel
fusion proteins. It is difficult to give an accurate
estimate of the number of translocation breakpoints
that have been cloned as the number continues to
increase but it is estimated to be well in excess of
100. Many of the fusion proteins encode transcrip-
tion factors, suggesting that altered transcription,
plays a key role in these tumour types, perhaps by
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altering the differentiation programme of the cell.
Many fusion proteins have been tested for onco-
genic function using a range of assays and several
have been shown to be able to transform cultured
cells. Some fusion proteins were in fact first iden-
tified in the NIH-3T3 assay. The NGF receptor
TRKA, was identified as a fusion in which most of
the extracellular part of the receptor was replaced
by the coding sequence of a tropomyosin gene
(Lamballe et al., 1991). RET was identified as a
transforming gene in the DNA of a thyroid car-
cinoma. The cellular counterpart encodes a recep-
tor for glial cell derived neurotrophic factor and
oncogenic activation occurs by truncation of the
tyrosine kinase domain and fusion to other genes,
resulting in a product with constitutive tyrosine
kinaseactivity (Nikiforov, 2002).As indicatedabove,
RET can also be activated by pointmutation and this
represents one of only three familial cancer genes
identified to date that is an oncogene rather than a
tumour suppressor gene. RET is mutated in the
MEN2A and MEN2B syndromes characterized by
multiple endrocrine neoplasias and thyroid cancer.

These translocations are generally reciprocal and
twochimaericgenesareproduced,onlyoneofwhich
is usually considered essential in transformation.
Sometimes, the second fusion does not produce a
transcript. However, recent results indicate that
some reciprocal products may have an effect on cell
phenotype. For example, in acute myelogenous
leukaemia with X-RARa translocations, where X-
can be a range of partners including PML, PLZF,
NuMA, or STAT5B, the reciprocal products are
expressed and found to interfere by physical inter-
action with their respective X-pathways. In animal
models at least, this appears to contribute to leu-
kaemogenesis (Rego and Pandolfi, 2002).

7.4 Functions of proto-oncogenes

The enormous increase in knowledge of the past
two decades has provided an insight into the
complexity of cancer at the molecular level. Several
principles have emerged; that multiple heritable
changes are required to transform a cell, that sev-
eral key cellular characteristics must be changed
and that at least some of these characteristics are
determined by a small number of critical pathways
in the cell. Despite the complexity of detail that
emerges from such a large human endeavour,
already some simple concepts and rules that
appear to apply to most cancer cells can be stated.

Hanahan and Weinberg (2000) summarize cur-
rent understanding and provide a framework in
which to consider novel findings. They list six
essential alterations in cellular physiology that are
required for malignant transformation and are
shared by most, if not all cancer cells. These are self-
sufficiency in growth signals, insensitivity to
growth-inhibitory signals, evasion of programmed
cell death (apoptosis), limitless replicative capacity,
sustained angiogenesis and tissue invasion and
metastasis. To describe the roles of oncogenes in the
context of transformation of the cell, I will use these
properties of transformed cells as a framework
within which to give examples of the range of
oncogene function.

7.4.1 Self-sufficiency in growth signals

Self-sufficiency in growth signals can arise via
production of growth factors by the cancer cell, by
alterations in expression of growth factor receptors
or by changes in the levels of expression or
activation status of signalling molecules and tran-
scription factors (Hunter, 1997). Of the six char-
acteristics, perhaps this is the characteristic of
tumour cells to which dominant oncogenes con-
tribute most frequently and dramatically to pro-
mote tumour cell proliferation. At the top of the
growth signalling pathways, production of growth
factors to which the cancer cell itself can respond
(autocrine stimulation) is exemplified in several
cases. The v-onc identified in simian sarcoma virus
is the monkey homologue of PDGFB (Doolittle
et al., 1983) and in human cancer, PDGFs are pro-
duced by glioblastomas (Lokker et al., 2002). In the
skin tumour dermatofibrosarcoma protuberans
(OMIM; 607907) PDGF is also produced. Here a
reciprocal translocation, t(17;22) creates a fusion
between COL1A1 and PDGFB that is secreted
and after proteolytic cleavage, produces excess
PDGF-BB homodimers which act as an autocrine
factor.
FGF4 is the product of an oncogene originally

named HST, identified as amplified in gastric can-
cer, using the NIH-3T3 assay (Sakamoto et al.,
1986). Homology was found with fibroblast growth
factor and the Int2 gene (_¼ Fgf3) activated by
insertion of MMTV in mouse mammary tumours.
The same gene was also identified following
transfection of DNA from Kaposi’s sarcoma
(Huebner et al., 1988) and designated K-FGF. FGF4
is co-amplified with several other genes in the
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common 11q13 amplicon found in breast and other
cancers and is overexpressed in many cancers.
Cell surface receptors, many with tyrosine kinase

activity, have been identified as oncogenes in a
wide range of cancers. The mechanisms of activa-
tion include mutations that activate the kinase,
amplification, activation by the generation of fusion
proteins and in many cases overexpression of the
wild-type receptor has been recorded with no
apparent genetic alteration. The epidermal growth
factor receptor (EGFR) is amplified and/or over-
expressed by stomach, brain and breast cancers and
a truncated version that shows constitutive activa-
tion is found in glioblastomas with amplification of
the gene (Ekstrand et al., 1994). The related recep-
tor, ERBB2, is amplified and overexpressed in
many breast, bladder, and other cancers. The
fibroblast growth factor receptors are implicated in
many cancers. FGFR3 is mutated in bladder cancer
and FGFR2 is amplified in breast and gastric cancer.
As this latter receptor binds FGF4, this may provide
an alternative mechanism to activate the same sig-
nalling pathway as overexpression of FGF4. FGFR4
is amplified in breast and gynaecological malig-
nancies and a truncated version lacking the ligand-
binding domain is found as an oncogenic variant in
40% of pituitary tumours. Mutational activation
resulting in constitutive activation of the kinase
activity of the receptor is also found for some other
receptors, for example CSF-1 receptor and MET. In
addition to the growth factors themselves, some
adaptor molecules are implicated for example
CRK, an adaptor protein that is involved in sig-
nalling via several pathways (Feller et al., 1998).
Downstreamof growth factors and their receptors

signalling molecules in the same pathways are also
implicated. Oncogenic Ras signalling has been stu-
died extensively (McCormick, 1999). The Ras onco-
proteins transduce signals from a range of growth
factor receptors. Constitutive activation of their
signalling activity via mutation thus renders the cell
independent of both exogenous growth factors and
cell surface receptors. Ras proteins activate several
effector families, RAF, RALGDS, and PI3-kinase
representing the most extensively studied to date.
There is a complex literature describing the molecu-
lar mechanisms of effector activation, the identi-
fication of a range of novel effectors and the ways in
which the downstream signalling pathways inter-
act. This is discussed in more detail in Chapter 11.
Raf has been identified as a retroviral oncogene and
activation by Hras of Raf has been shown to be

sufficient for malignant transformation in mice
(Khosravi-Far et al., 1996). Several members of these
pathways have transforming activity in in vitro
assays, though they have not yet been identified as
mutated in human tumours (e.g. RAC and RHO
family members). Nevertheless there is evidence
that some are overexpressed in cancer (e.g. RHOA,
RHOC, and RAC1). Some GD/GTP exchange fac-
tors for these proteins are also implicated as onco-
genes (e.g. TIAM1 which is mutated in renal cell
carcinoma, DBL and VAV).

Finally, the transcription factors that are activ-
ated as the final targets in various signalling path-
ways are implicated. In the Ras-MAPK pathway,
ETS (identified as a retroviral oncogene in the
chicken virus E26-AMV) is activated downstream
of RAF and this leads to transcription of a range of
genes required for progression through the cell
cycle, including cyclin D1 and FOS, both able to act
as oncogenes themselves.

7.4.2 Insensitivity to negative signals and
evasion of apoptosis

The normal cell possesses elegant control mechan-
isms that prevent acquisition of potentially dam-
aging alterations and maintain quiescence and
tissue homeostasis. These include soluble inhibitors
such as transforming growth factor beta (TGFb)
that signal to maintain quiescence and cell cycle
checkpoints that prevent damaged cells progres-
sing through the cycle or prevent proliferation
when environmental conditions are inappropriate.
The major cell responses to negative signalling or to
the activation of one of these checkpoints are cell
cycle arrest (in G0 or G1) or programmed cell
death, apoptosis. Cell cycle arrest provides time for
necessary repair and apoptosis effectively removes
damaged cells. The cellular proteins involved in
monitoring the genome and cellular environment
and eliciting these responses are for the most part
tumour suppressor genes and it is loss of their
function rather than gain of function that con-
tributes to transformation. Examples include the
various tumour suppressor genes involved in
maintaining the all-important G1 checkpoint. These
are members of the Rb and p53 pathways and
regulators thereof (see Chapter 9). Nevertheless,
some proteins involved in these pathways can
contribute in a dominant manner. For example,
cyclin D1, which as we have seen is overexpressed,
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often due to amplification, is implicated in many
epithelial cancers. During G1, cyclin D1 activates
CDKs 4 and 6, resulting in phosphorylation of Rb,
which liberates bound E2Fs to initiate transcription
of genes required for progression into S phase.
Thus overexpression of cyclin D1 may phenocopy
inactivation of Rb, p16 and/or p14ARF. The cyclin
dependent kinase CDK4 that is activated by cyclin
D1 can itself act as an oncogene either by virtue of
overexpression or by mutations that render the
protein unable to bind to the negative regulator p16
(CDKN2A). This latter mechanism is responsible for
some cases of familial melanoma (Zuo et al., 1996).
E2Fs have also been implicated as oncogenes
recently via overexpression or amplification in
tumours (Table 7.3). In the p53 pathway, that pro-
vides the major DNA damage checkpoint, the
MDM2 protein can provide an oncogenic stimulus
when overexpressed by virtue of its function in
targeting p53 for degradation via the ubiquitin
pathway. Amplification of MDM2 has been found
frequently in sarcomas and gliomas and less com-
monly in other tumour types. Overexpression has
been described in many cancers.

The MYC transcription factor suppresses several
negative regulatory functions that can act both to
suppress differentiation and to stimulate cell pro-
liferation and apoptosis.A comprehensive reviewof
the role of MYC in cancer has been given by
Pelengaris et al. (2002). Within the cell, MYC can
complex with the factor MAX which in turn also
complexes with MAD. MAD–MAX heterodimers
provide differentiation-inducing signals. Over-
expression of MYC swings the balance in favour of
MYC–MAX heterodimers, activating transcription
of many genes required for proliferation, including
cyclin E-CDK2 and cyclin D-CDK4. Expression of
cyclin D2 and CDK4 leads to sequestration of p27
(KIP1) and subsequent degradation, freeing
cyclinE-CDK2 from complexes with p27 and
allowing phosphorylation, which is required for
subsequent phosphorylation of RB. MYC–MAX
heterodimers also repress transcription via chro-
matin re-modelling induced by acetylation of his-
tones and via binding to positively acting
transcription factors such as MIZ1 which activates
both p15 (CDKN2B) and p21 (WAF1). In this case
MYC–MAX causes downregulation of the negative
regulators p15 and p21. MYC also contributes to the
increase in cell mass required during proliferation
via induction of positive regulators of protein
synthesis (e.g. eIF4).

Apoptosis is an effective means by which
damaged cells are removed rapidly. It is also a
likely mechanism for the removal of cells in which
inappropriate oncogenic stimuli have been activ-
ated (e.g. a cell containing a mutated oncogene). In
either case, survival might allow further changes to
take place leading to the development of a fully
transformed cell. The apoptotic machinery is
therefore a vital defence against cancer develop-
ment and detailed discussion of the mechanisms
and control of apoptosis are given in Chapter 12.
Cell survival results from a balance in exposure

to survival and death signals. This involves both
sensors, for example, cell surface receptors that
bind survival or death factors and effectors that
initiate or participate in the apoptotic cascade.
Examples of survival factors include insulin-
like growth factors (IGFs) 1 and 2, which bind to
IGF1-R. These can act as oncogenic stimuli. For
example, overexpression of IGF-2 in pancreatic islet
tumours provides a vital survival (rather than pro-
liferative) signal (Christofori et al., 1994).
A range of factors and receptors transmit death

signals. Examples include FAS ligand and FAS
receptor and TNFa and TNFR1. Several so-called
decoy receptors exist that lack a signalling domain
and overexpression of these in tumours can
sequester death factors and promote survival
(Ashkenazi and Dixit, 1999). Intracellular monitors
of DNA damage and environmental abnormalities
can also trigger apoptosis. Some of the proteins that
are involved in the control of the apoptotic process
are implicated as oncogenes. BCL-2, an anti-
apoptotic protein, is activated via translocation in
follicular lymphomas (Korsmeyer, 1992) and in
combination with Myc, Bcl2 can elicit lymphomas
in mice (Strasser et al., 1990). As MYC is a pro-
apoptotic protein, activation of MYC in tumours is
often (perhaps always) accompanied by over-
expression of survival factors or disruption of
death signalling (Pelengaris et al., 2002).

7.4.3 Acquisition of limitless proliferative
capacity

Normal cells all have a finite ability to proliferate
in vitro and in vivo this is likely to limit the ability of
tumour cells to survive. A detailed discussion of
the mechanisms by which tumour cells evade the
senescence checkpoint and become immortal is
given in Chapter 10. To date all evidence points to
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tumour suppressor genes as the major players in
this process. The role of telomerase in immortal-
ization is now well documented and in tumour cell
this is clearly a dominant function that in the strict
sense could merit its classification as an oncogene.
However, as there is little evidence to date that
up-regulation of telomerase activity dysregulates
cellular processes, there has been some debate
about the definition of telomerase as an oncogene
(Kipling, 1995; Harley, 2002).

7.4.4 Angiogenesis

All tumours require the formation of a new blood
supply if they are to grow to any significant size
(Folkman, 1997). As described in Chapter 17, this is
elicited by the tumour cells themselves via several
mechanisms. Again there are counterbalancing
positive and negative signals. VEGF and FGFs 1 and
2 are potent stimulatory molecules that signal via
endothelial cell receptors and are potent mitogens
for endothelial cells. These genes are not activated
in tumours via any of the genetic mechanisms
described above. However, the recent literature
contains many references to known oncogenes and
tumour suppressor genes that induce either
directly or indirectly the expression of molecules
including VEGF and FGFs that effect angiogenesis.
An example is the induction of VEGF expression in
ovarian carcinomas that have activation of the
oncogene PIK3CA (Zhang et al., 2003). Similarly,
the cellular response to hypoxia, a response that
includes induction of VEGF expression, is affected
by several oncoproteins including RAS, SRC, and
ERBB2 (Rak et al., 1995).

7.4.5 Tissue invasion and metastasis

Much less is known about genes that determine
invasion and metastasis than about those that con-
tribute to the formation of primary tumours
(Chapter 16 and Friedl and Wolf, 2003). These are
complexprocesses andcanonlyoccuroncea tumour
has acquired all of the previous characteristics. The
additional changes required involve alterations in
the interaction of tumour cells with their neighbours
and with the tissue micro-environment. Adhesion
molecules are implicated, such as loss of expres-
sion of E-cadherin in many aggressive epithelial
tumours. Interestingly in some cases of colorectal
cancer, this can be linked to the presence of a trun-
cated b-catenin, which disrupts the interaction

between E-cadherin and a-catenin with consequent
loss of cell adhesion. In this situation mutated
b-catenin acts as a dominant oncogene.

Some secreted molecules, for example, matrix
metalloproteinases (MMPs) contribute by proteo-
lysis in the tumour stroma, leading to the
degradation of matrix and the generation of pro-
migratory, for example, chemotactic factors from
precursors and the liberation of sequestered
growth factors. There are several secreted factors
that are promigratory in the tumour micro-
environment (e.g. EGF, IGF1) that contribute to
tumour invasion. Several known oncogenes
including RAS and MYC can induce metastatic
ability in model systems though complete
information on the mechanisms is lacking. The
interaction of the proto-oncogene tyrosine kinase
receptorMETwithhepatocytegrowth factor/scatter
factor induces cell scattering and increased motility
in epithelial cells that is likely to contribute to
invasion an/or metastasis in several tumour types.
MET is activated by mutation, overexpression
and HGF by overexpression in human cancers
leading to autocrine stimulation (Birchmeier et al.,
2003).

7.4.6 Determining mechanisms and
facilitating the process

The ways in which each of the above six char-
acteristics of tumour cells are acquired and the
speed at which this occurs will be influenced by
environmental factors such as the presence of
various carcinogens, the tissue type involved and
the ways in which different signalling pathways
function to maintain tissue homeostasis. In one
tissue for example, the pivotal importance of a
particular pathway in a specific cell type or lineage
may dictate the possible ways in which growth
control is likely to be regulated in this context. This
type of consideration may explain, at least in part,
the tissue specific combinations of genetic altera-
tions found in tumours. This is particularly
apparent in the haematological malignancies as
illustrated by some of the examples cited here.

It is also worth noting that a seventh character-
istic of tumour cells, not absolutely necessary for
tumour formation, but of great advantage in
tumour progression and evolution is the propen-
sity for genomic instability. This has been discussed
in several excellent recent reviews (Feldser et al.,
2003; Rajagopalan et al., 2003; Sieber et al., 2003).
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One class of genes involved in this phenotype
requires mention here as these genes clearly act as
oncogenes in several types of cancer. These are
genes that control chromosome segregation and
when overexpressed lead to errors in segregation
that lead to cellular aneuploidy. An example is
aurora kinase A (AURKA) also known as STK15,
a gene whose product associates with the centro-
some in S phase and is involved in centrosome
separation, duplication, and maturation. STK15 is
amplified and overexpressed in several types of
cancer and this is associated with the generation of
aneuploidy (Dutertre et al., 2002).

7.5 Oncogenes as therapeutic targets

The dominant or gain of function effect of activated
oncogenes makes these attractive targets for thera-
peutic intervention. The highly specific nature of
many of the oncogenic events described above
also raises the possibility of specific and targeted
therapies. Although this possibility was recognized
many years ago, until relatively recently success
was limited and disappointment dominated the
field. Rational drug design requires a thorough
knowledge of the function of the target and of how
this is altered in cancer cells and for several of the
attractive targets (e.g. RAS, ERBB2) this informa-
tion is available in large measure. Some specific
examples and approaches are covered in Chapters
24 and 28 and only a few general comments will be
made here.

A key consideration is whether the inactivation
of a single oncogene in a cell with multiple other
genetic changes will be sufficient to elicit a
response. Transgenic models have recently pro-
vided evidence that inactivation of a single onco-
gene can provide specific and effective therapy. For
example, inactivation of MYC in a range of tumour
types in mice induces tumour regression with
observation of cell cycle arrest, cell differentiation,
and in some cases apoptosis. Similarly, RAS has
been shown to be required for continued survival
of melanoma and lung adenocarcinomas in mice
and ABL is required in mouse lymphomas (Felsher,
2003). These promising results have led to the
concept that cancers are ‘addicted’ to certain
oncogenic stimuli involved in their induction. This
is not surprising given that all subsequent genetic
changes that are selected for in the tumour cell
occurred against the background of changes in
the signalling circuitry induced by the initiating

oncogene and thus may be fine balanced to
accommodate this. To date few oncogenes have
been examined in this way, possibly these have
been the most potent ones and in all cases
the oncogenic activation was the initiating event
in the tumour models. It remains to be seen what
the outcome will be if an oncogene activated later in
the transformation process is targeted.
Nevertheless, this evidence has been sufficient to

stimulate renewed efforts to target oncogenes in
human cancer. The best example to date is the
treatment of patients with chronic myelogenous
leukaemis (CML; Phþ tumours) with the ABL
kinase inhibitor Gleevec. Remarkable sustained
remissions have been achieved in these and in
gastrointestinalstromal-associatedtumours(GISTs),
which contain activated c-KIT. However, some of
the early successes with the drug have already
been tempered by examples of resistance mediated
by novel BCR-ABL mutations and reduced effects
in patients who following blast crisis develop an
acute myeloid leukaemia (AML), presumably with
additional genetic defects. This gives a hint that
targeting more than one oncogene may be more
effective.
BCR-ABL represents a protein unique to the

tumour cells. RAS and other mutated oncogenes all
differ from their wild-type counterparts and pres-
ent the possibility of mutant-specific therapy. The
prospect of inactivating oncogenes that are over-
expressed wild-type proteins raises questions
concerning possible serious systemic side effects.
The MYC oncogene is a key example of this type.
Interestingly, a recent study has provided tantaliz-
ing evidence that even very brief inactivation of the
MYC in a transgenic model of osteosarcoma was
sufficient not only to cause differentiation of the
tumour cells but also to render them refractory to
the effects of MYC re-activation, which surprisingly
caused apoptosis (Jain et al., 2002). This has been
interpreted as a differentiation context-specific
effect, in which despite continued presence of
other genetic changes, the state of the cell post-
treatment was no longer permissive for MYC to
contribute to transformation. This may result from
epigenetic changes associated with the therapy-
induced differentiation. Interestingly a similar
effect had been reported decades ago when a tem-
perature sensitive Src mutant in chick muscle
induced cell death upon re-activation after a period
at the non-permissive temperature. This additional
layer of complexity, while difficult to dissect
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experimentally, may provide a valuable opportun-
ity for therapy.

7.6 Conclusions

The identification and characterization of genes
with dominant cellular effects has had enormous
impact on our understanding of the molecular basis
of neoplasia. Less than 30 years ago, despite
the knowledge that viruses could cause cancer in
animals, there was great scepticism in the human
cancer research community about the relevance of
these viruses and their transforming genes to
human cancer. Fortunately, the persistence and
curiosity of those working in that field provided the
tools that have allowed the dramatic progress in
understanding of the genes involved in human
cancer that has been achieved since the 1980s.
Within 20 years of the identification of the first
human oncogenes, there have been direct applica-
tions of knowledge about these genes in the clinic.
Examples range from the direct visualization of
specific translocations for diagnosis of haemato-
poetic malignancies, through various molecular
profiling applications for diagnosis and treatment
planning in solid tumours to the use of oncogenes
as therapeutic targets. These oncogene-based
approaches to therapy have not yet met with
widespread success but the promise offered by
small molecules such as Gleevec coupled with
current progress in solving the three-dimensional
structure of many of the key targets and improved
understanding of their function is likely to yield
many potential drugs in the near future. Similarly,
novel approaches to gene therapy such as the
application of small interfering RNAs (siRNA) to
knock down gene expression in mammalian cells
show great promise. These are exciting times.
Currently we have such a range of powerful tech-
nologies on hand to carry out profiling experiments
on tumours and to manipulate the genome of
model organisms and human cells that a deluge of
new information is inevitable. So far it has proved
difficult to interpret and use the vast array of
information on gene expression that is coming from
microarray experiments on tumours but current
developments in methodology are already having
great impact. In light of these changes in approach
to biological questions, it is likely that the next
decade will see a marked change, perhaps the most
marked in the field to date, in the way we study

oncogenes and the consequences of their alteration
in human cancer.
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8.1 Definition

Tumour suppressor genes (TSGs) encode proteins
whose absence, repression, expression inactivation,
or mutation promotes oncogenesis. In some
instances, reactivation of the function of a TSG
suppresses the malignant phenotype. This type of
TSG is referred to as a gatekeeper gene. Inactivation
of other TSGs (caretaker genes), leads instead to
genomic instability and therefore to an increase
in the mutation of other genes that may be gate-
keeper genes or influence tumour development.
Caretaker genes include genes involved in DNA
repair and genes that maintain the integrity of
chromosomes and their numbers. Unlike gate-
keeper genes, reconstitution of caretaker genes fails
to override these secondary effects and does not
suppress malignancy. In many cases as described
below, TSGs may be involved in both gatekeeping
and in caretaking functions.
Tumour suppressor genes are altered via dif-

ferent mechanisms, including deletions and point
mutations, which may result in an inactive or
dominant negative product. Regions of chromo-
somes frequently deleted in tumour cells are
thought to harbour TSGs. Often such deletions are
easily detectable and provide a means to map
the underlying mutant gene. Alternatively,
methylation of the promoter of the TSG can
down-regulate its expression. Dysregulation of
genes encoding proteins that modulate tumour
suppressors may also lead to a defect in a given
tumour suppressive function. In other examples,
chimaeric proteins formed by chromosomal
translocations can produce dominant negative
factors that can decrease expression, stability or
function of TSGs.
This chapter describes the discovery of TSGs,

their role in the transformation process and the
mechanisms by which they are inactivated. We
discuss several specific examples of TSGs and their
function in more detail.

8.2 Discovery of tumour suppressor
genes and Knudson’s ‘two hit’ model

The existence of tumour suppressor functions was
anticipated from the observation that fusion of a
tumour cell with a non-tumorigenic cell, most fre-
quently results in the inhibition of the tumorigenic
phenotype. This, together with the finding that loss
of specific chromosomes (chromosome 11 in early
experiments), was associated with a tumorigenic
phenotype and that the introduction of a normal
chromosome 11 into a tumour cell restored the
normal morphological phenotype, reinforced the
idea that genes exist that are involved in preventing
tumorigenicity.

The first TSG identified, RB, was found from
studies on retinoblastoma, a rare inherited cancer
syndrome occurring in children. Inheritance of this
tumour predisposition was associated with the loss
of the 13q14 chromosome region. As first suggested
by Knudson, inactivation of the gene is a two hit
phenomenon. One of the changes is inherited
whereas the second occurs somatically during
embryogenesis or early in life. More refined studies
comparing restriction fragment length poly-
morphisms (RFLP) in DNA from retinoblastomas
with DNA from normal tissue of the same patient,
revealed loss of heterozygosity (LOH) of loci near
13q14. In 1986, Weinberg and colleagues identified
RB as the critical gene in this chromosome region.
Whereas expression of this gene was found to occur
in normal retinal and other normal cells, it was
absent in retinoblastomas. These observations and
the observation of LOH in non-inherited cancers
led to the conclusion that mutation (or other func-
tional inactivation) of both copies of a TSG is
required for tumour formation, implying that only
complete loss of the gene product produces a cel-
lular defect. This is known as Knudson’s ‘two hit’
model (reviewed in Knudson, 2001). However, as
discussed in the section on haploinsufficiency (8.5
below), mutation of a single copy of a TSGmay also
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have important consequences. Since the first
proposal that a TSG is involved in the formation
of retinoblastomas, a growing number of geneswith
proven or suspected tumour suppressor activity
have been discovered. Over the past 15 years there
have been great advances in our understanding
of the function of TSGs. These advances are critical
for the elucidation of the tumorigenic process as
well as for the development of novel anti-cancer
therapies.

8.3 Multi-step tumorigenesis: the
Vogelstein–Fearon model for
colorectal cancer

It is widely accepted that a single mutation is not
likely to lead to cancer. Our current concept is that a
cell progresses towards malignancy by acquiring a
series of mutations that allow it to evade the various
controls that normally prevent malignant growth.
According to epidemiological and experimental
data, between four andeight rate-limitingmutations
are predicted to occur during the development of
human cancer. The mutations found are sometimes
characteristic for particular tumour types, indicat-
ing that their relevance may be influenced by the
type of tissue in which the tumour develops.

Colorectal cancer (CRC) is one of the most fre-
quent causes of morbidity and mortality world-
wide due to cancer. The average lifetime risk is 5%,
and the incidence of CRC rises dramatically with
age. The incidence varies up to 20-fold between
different geographical areas. High-risk populations
occur in developed countries and therefore there
is a possible association with lifestyle and dietary
habits (Chapter 2).

Mutation of the adenomatous polyposis coli
(APC) gene is an early and frequent feature of CRC.
Familial adenomatous polyposis (FAP), a heredit-
ary predisposition to colorectal cancer, is associated
with mutations in APC and most sporadic color-
ectal cancers have mutations in this gene. The
appearance of characteristic mutations at each stage
of malignant transformation in colon carcinoma
progression suggested that there is selection for
sequential premalignant stage genetic lesions. In
1990, Fearon and Vogelstein proposed a model in
which successive genetic changes lead to CRC.
Research over recent years has revealed further
information on the function of key genes involved.
These include APC, KRAS2, SMAD2/SMAD4, and
TP53. The dominant or recessive nature of these

genes implies that one mutation at KRAS2 and six
mutations to inactivate each allele of APC, SMAD2–
4, and TP53 may be required. For a detailed dis-
cussion and revision of this model and a detailed
description of the functional relationships between
each of the gene products involved see Knudson
(2001) and Fodde and Smits (2001). In brief, the
Vogelstein–Fearon model consists of the following
successive steps:
Initiation. APC is involved in a wide variety of

functions that control cell adhesion, migration,
apoptosis, and chromosomal segregation at
mitosis. Alteration of the Wnt signalling pathway
due to APCmutation is considered to be the crucial
initiating event leading to the appearance of non-
dysplastic aberrant crypt foci (ACF). Upon binding
of a Wnt peptide to its receptor, the glycogen syn-
thase 3b (GSK-3b) is inactivated. This blocks
phosphorylation of b-catenin, an event that is
necessary for its binding to APC and for APC-
mediated degradation of b-catenin. As a con-
sequence, b-catenin accumulates and co-operates
with the transcription factor Tcf-4. Mutated and
truncated APC is unable to bind to b-catenin, and
therefore, in cells bearing such mutations, this
pathway is deregulated. Interestingly as a con-
sequence of this alteration in Wnt signalling, c-Myc
is inappropriately activated. c-Myc is a transcrip-
tion factor that regulates a large set of genes
including p53 and cTERT (the main component of
the telomerase complex) and binds to important
cell cycle regulatory proteins such as Rb and p107.
In this way c-Myc exerts diverse overall effects,
such as induction of proliferation, apoptosis, and
inhibition of differentiation. As such, c-Myc is
thought to be crucial in the balance between pro-
liferation and apoptosis, and therefore, its abnor-
mal expression may tip the balance in the wrong
direction. Mutations in APC may therefore lead to
inappropriate regulation and stimulate the onco-
genic effects of c-Myc. In the minority of the CRCs
without APCmutations, mutations in APC partners
such as b-catenin or conductin may be expected.
KRAS2 mutations occur in most ACF but the fre-
quency decreases during progression. The survival
of cells with mutated KRAS2 may be limited by the
possible induction in human cells of p14ARF and
therefore by the activation of p53 (see below).
However, considering the known co-operation of
K-ras and c-Myc in transformation, KRAS2 muta-
tion may confer an additional advantage to cells
with a deregulated Wnt signalling pathway. APC
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also binds to and stabilizes microtubules and is an
important regulator of cytoskeletal function.
Accordingly, cells carrying a truncated APC gene
have been shown to be defective in chromosome
segregation which suggests that alterations in APC
that eliminate microtubule binding may contribute
to chromosomal instability in cancer cells. In sum-
mary, mutations in APC are involved in tumour
initiation by constitutively activating the Wnt
pathway and in favouring tumour promotion and
progression by enhancing chromosomal instability.
Promotion. Defects in the TGF-b signalling path-

way due to mutations of SMAD2/SMAD4 may
permit the small adenoma initiated by Wnt path-
way defects to grow into a large adenoma. 18q
deletions are known to be associated with poor
prognosis for patients with colorectal cancer.
SMAD-4, originally called DPC-4 (deleted in pan-
creatic cancer), one of the components of the TGF-b
signalling pathway, is one of the genes affected by
these deletions. SMAD4 mutations occur in 6–30%
of CRCs. Closely positioned to SMAD4, the SMAD2
gene is another component of the TGF-b signalling
pathway and may be deleted in a particular group
of CRCs.
Progression. When a mutation is acquired in

TP53, the ‘guardian of the genome’ (see below),
apart from loss of cell cycle checkpoints and
reduced apoptotic response, cells accumulate
genetic alterations involving gross genomic aber-
rations and aneuploidy, allowing the progression
of the adenoma into a carcinoma.

8.4 Mechanisms leading to tumour
suppressor function loss

Knudson’s ‘two-hit’ hypothesis that both alleles of
a gene have to be inactivated to contribute to
transformation, holds true for some TSGs. In fact,
the genes for most dominantly inherited cancers,
like retinoblastoma, show this relationship. Con-
sidering mutation hypothesis only, even supposing
a high frequency of 6� 10� 6 mutations per locus,
the probability of four mutations arising is
remarkably low (roughly 10� 21) even in a human
organism (approx. 1014 cells) with a long lifespan.
Whatever the inaccuracy of this calculation, this
probability is nowhere near the frequency at which
humans develop cancer at some time in their life
(1 in 3). To explain this discrepancy, factors other
than simple mutation rate must contribute to the
development of cancer. TSGs may be inactivated

by mechanisms other than mutation, such as
methylation and this may occur at higher frequency
than mutations. Furthermore, if mutations occur in
genes that control genetic stability (such as care-
taker genes), this ‘mutator phenotype’ may con-
tribute to the appearance of mutations and other
genetic abnormalities. Finally, this discrepancy
has led to a renewed interest in the concept of
haploinsufficiency, a state in which loss of a
single allele significantly impairs its function.

8.5 Haploinsufficiency

Recent data suggest that the function of some TSGs
can be disrupted solely by haploinsufficiency; that
is, alteration of one allele of a gene with the other
allele remaining normal (Figure 8.1). If a single
mutation confers a significant selective advantage,
the resulting clonal expansion would increase
the number of target cells susceptible to further
alteration. Mutation of one allele of TSGs with
strong haploinsufficiency allows clonal expansion
of cells that are heterozygous for a TSG mutation
and these cells are susceptible to further progres-
sion along a multi-step tumorigenesis pathway. For
partially haploinsufficient TSGs, LOH (i.e. loss of
the remaining TSG allele) is necessary to complete
tumorigenesis. In the absence of haploinsufficiency,
mutation of one allele of a given TSG does not lead
to clonal expansion, and therefore, very few cells
are available to complete the pathway. In this case,
tumours occur very rarely. In familial cancers, all
cells are heterozygous, and no clonal expansion is
required to increase the population of susceptible
cells. Therefore, tumours can arise even in the
absence of haploinsufficiency. Quon and Berns
(2001) propose that all TSGs that are frequently
mutated in sporadic human cancers may show
varying degrees of haploinsufficiency, with some
genes showing strong effects and others showing
partial or weak effects.

8.6 Retinoblastoma

Retinoblastomas are caused by a germline mutation
of one RB allele and an acquired somatic mutation
of the remaining allele of the RB gene. These find-
ings led to the proposal for the ‘two hit’ model of
carcinogenesis and the proposal of the existence
of TSGs as described above. Supporting the role of
RB in cancer development, several DNA tumour
viruses encode proteins that directly bind to Rb
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(Chapter 13). The Rb family includes three mem-
bers: Rb, p107, and p130. All of these proteins
contain a protein interaction domain called the A/B
pocket. This region binds proteins that contain the
LXCXE motif in their sequence. Among these pro-
teins are the SV40 large T antigen, adenovirus E1A
protein and the human papillomavirus E7 proteins.
Binding to the E2F family of transcription factors
(see below) also involves the A/B pocket as well as
the C-terminus of Rb and this is regulated by
phosphorylation.

In addition to mutation in retinoblastoma,
mutation of RB occurs in 80% of small cell lung
cancers and 20–30% of non-small cell lung cancers
as well as in osteosarcomas, sarcomas, breast,
bladder and prostate carcinomas, myelomas, and
leukaemias (reviewed in this book). The major
effect of Rb expression is thought to occur during
the G1 phase of the cell cycle (see below).

8.6.1 Rb mouse models

In 1992, three independent groups described the
phenotype of the Rb knockout mouse. All three

groups reported deficiencies in definitive erythro-
poiesis in homozygous Rb �/� embryos, finally
leading to death of the embryos due to severe
anaemia at day 15 post-conception. Surprisingly,
heterozygous Rb þ/� mice are not prone to reti-
noblastomas, but have a high incidence of pituitary
adenocarcinomas. This result confirms the role of
Rb mutation in tumorigenesis. In these pituitary
tumours, the remaining Rb allele is lost, conforming
to Knudson’s ‘two hit’ hypothesis.

8.6.2 The G1/S checkpoint of the cell cycle

The cell cycle can be separated in four distinct
phases: initial growth (G1), DNA replication (S), a
gap (G2) and mitosis (M) (Chapter 9). The trans-
itions between all of these phases are tightly regu-
lated and involve the concerted action of cyclins and
cyclin-dependent kinases (CDKs). This tight control
of proteins involved in the regulation of the cell
cycle is critical for an orderly cell division. A critical
point in cell cycle control is the G1 to S transition.
After passing this checkpoint, the cell is irreversibly
committed to the next cell division. This has led to
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the proposal that alterations in this checkpoint are
crucial for the development of cancer.
Key regulators of the G1 to S checkpoint are

the cyclin D:CDK4/CDK6 and the cyclin E: CDK2
complexes. These complexes phosphorylate the
retinoblastoma family proteins Rb, p107, and p130
(Figure 8.2). Hypophosphorylated proteins of the
Rb family complex with the transcription factors of
the E2F family. Five of the six members of the E2F
family, E2F1-5, interact with Rb or other family
members. These Rb family:E2F complexes inhibit
the transcription of genes involved in S phase by
several mechanisms: (1) They may act as active
repressors on the promoters of the target genes,
(2) they may recruit histone deacetylases (HDACs)
to the target genes which cause nucleosome con-
densation, blocking access of transcription factors to
the promoters, and (3) by sequestering E2Fs, the
Rb family of proteins can prevent E2F transactiva-
tion of target genes. Upon phosphorylation of Rb by
cyclin : CDK complexes, interaction with HDACs
decreases and E2Fs are released and transactivate
target genes involved in DNA synthesis. Addi-
tionally, CDK2 activity phosphorylates substrates
that contribute to DNA synthesis.
Rb is not essential for cell cycle control and in

normal fibroblasts, the G1/S checkpoint is mainly
due to the activity of p107 and p130. Because
mutations in p107 and p130 occur rarely, elucidat-
ing the differences between these two proteins and
Rb may be crucial to understand the role of Rb as a
tumour suppressor. One possibility is that Rb
contributes to the regulation of gene expression
only under particular circumstances, such as when
cells differentiate or senesce.

The kinase activities of the cyclin D: CDK4/6 and
cyclin E: CDK2 complexes are negatively regulated
through two cyclin-dependent kinase inhibitor
(CDKI) families: (1) The INK4 (inhibitor of CDK4)
proteins: p16/INK4A/MTS1/ CDKN2A; p15/
INK4B/MTS2/CDKN2B; p18/INK4C/CDKN2C
and p19/INK4D/CDKN2D. (2) The KIP (kinase
inhibitor protein) molecules: p21/CIP1/CDKN1A/
WAF1; p27/KIP and p57/KIP2. The INK4 family
of CDKIs are induced during cellular senescence
and upon growth-inhibitory signals. They bind to
CDK4 and CDK6, preventing the kinases from
forming complexes with cyclin D.

Transcription of the p21/CIP1 gene, a well-
characterized KIP-family member, is activated by
p53 upon DNA-damage and other stresses. p21/
CIP1 and p27KIP1 both inhibit the cyclinE : CDK2
activity, but in vivo they are less potent at inhibiting
the activity of cyclinD:CDK4. Some authors even
suggest that these inhibitors actually promote the
assembly, stability, andnuclear retentionof cyclinD:
CDK4 complexes. These observations have led to
the proposal that upon increase of cyclin D levels
by mitogen stimulation, the levels of cyclin D:
CDK4 complexes are increased and this leads to the
sequestration of p27KIP1, preventing it from
interacting with and inhibiting the activity of
cyclinE : CDK2 complexes.

8.6.3 Inhibition of RNA pol I and III by Rb

Aside from its effects on E2F-induced RNA poly-
merase II transcription, Rb has also been shown to
inhibit the function of RNA polymerases I and III,
and may therefore have an important impact on
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represent inhibitory effects. (Adapted from Sherr, 2001)
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general protein expression. In particular, Rb binds
to the UBF transcription factor, a component of the
pol I machinery and blocks its binding to DNA. Rb
is also able to inhibit the transcription of several pol
III templates and Rb �/� mouse fibroblasts have
higher levels of pol III transcription than their Rb
positive counterparts. This inhibition of pol III
activity may be due to the ability of Rb to bind to
the TFIIIB component of the pol III complex.

By inhibiting the synthesis of ribosomal RNAs
(dependent on pol I transcription) and tRNAs
(dependent on pol III activity), Rb may limit cell
growth. Deregulation of the synthesis of these
RNAs may contribute to tumour development by
providing large amounts of protein translation
components sufficient to guarantee unrestrained
cell growth.

8.6.4 Exploiting the Rb pathway
in cancer therapy

Novel anti-tumour strategies, based on the manip-
ulation of the Rb pathway in cancer cells, have been
reviewed recently by Sherr and McCormick (2002).
Disruption of the interaction between cyclins and
CDKs is one obvious approach, although as noted
by these authors, also a great challenge, because of
the involvement of extensive interfaces in these
interactions. Another approach is to interfere with
the Ras-dependent signalling pathways which are
required for the production of cyclin D1. Some
selective small molecule inhibitors of kinases
involved in these phosphorylation cascades (such
as Raf, PI3K, and their corresponding downstream
kinases) are now in clinical trials. Several CDK
inhibitors, such as roscovitine, are also being tested
in clinical trials. Although some of these studies are
progressing favourably, determining specificity of
these small molecules in vivo is a difficult task.

Adenoviruses that are deficient in E1A function,
and therefore do not inhibit the activity of Rb have
been tested for their ability to replicate selectively
in and kill cells lacking functional Rb.

8.7 p53

8.7.1 p53 and cancer

In 1979 it was discovered that a host protein with an
apparent molecular weight of 53/54 kDa binds to
T antigen in SV40 transformed cells. Early studies
suggested that the TP53 gene acted as dominant

oncogene and it was not until a decade later that
TP53 was found to be mutated in diverse human
tumours. This important observation suggested that
its real role is that of a tumour suppressor. At the
same time, two labs reported that wild-type p53
protein can act as a suppressor of transformation by
mutant p53 and oncogenes. Later, it was reported
that p53 knockout mice have a higher propensity to
develop tumours spontaneously. This work firmly
established the tumour suppressor function of p53.
Supporting this evidence regarding the tumour
suppressor role of p53 in humans, the Li–Fraumeni
cancer predisposition syndrome was found to be
associated with germline TP53 mutations.
At least 50% (70–75% according to some estima-

tions) of adult human tumours carry inactivating
mutations in the TP53 gene. The tumours in which
TP53 is most frequently mutated are CRC, breast
cancer, and lung cancers. In many cases, loss of one
allele and mutation of the other is detected. In
carcinomas, most of the TP53 alterations are due to
missense point mutations. In sarcomas, deletions,
insertions, and rearrangements are the most fre-
quent events. Furthermore, in many of the tumours
that encode wild-type p53, its levels and activity
may be impaired due to alterations in other cellular
factors or the expression of viral oncogenes (see
below).
Tumours encoding wild-type p53 are thought to

respond better to radiation and current che-
motherapies than tumours lacking wild-type p53
and lose their responsiveness when TP53 is muta-
ted. A compelling demonstration of this comes
from the observation that TP53 mutations are
associated with shorter survival of B-CLL patients,
but also with selective resistance to alkylating
agents. However, this is not a general rule, since in
advanced breast cancers treated with epirubicin
and cyclophosphamide and ovarian cancers treated
with cisplatin and paclitaxel, a positive association
between TP53 mutation and success of the treat-
ment has been reported. This difference in the
influence of TP53 status on the patient outcome
may indicate that response is dependent on the
type of tumour as well as on the characteristics
(such as DNA-damaging activity) and dosage of
the therapeutic drugs used.

8.7.2 p53 protein

p53 is a 393 amino acid protein that is highly con-
served among mammals. The amino terminus of
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p53 contains its transactivation domain. This region
is followed by a proline-rich segment that may
be important for the stability of the protein. The
central part of p53 contains its DNA binding
domain. Downstream of the DNA binding region,
there is a nuclear localization signal and an oligo-
merization domain that mediates the tetrameriza-
tion of p53, which is necessary for its transcriptional
activation function. Overexpression of the oligo-
merization domain of p53 in cells is an effective way
to ablate full length p53 function. The C-terminus
of p53 contains a negative regulatory domain
as well as lysine residues that are susceptible to
ubiquitination. This modification by ubiquitin, is
involved in targeting the protein to degradation by
the proteolytic activity of the proteasome. Sup-
porting this, deletion of the 30 C-terminal amino
acids of p53 results in an extremely stable form of
the protein. Other modifications at the C- terminal
domain that may affect p53 stability and activity
include SUMO (small ubiquitin-like modifier) con-
jugation and acetylation. Phosphorylation, espe-
cially in the N-terminal and C-terminal domains
can modulate protein stability and function.
In many tumours, DNA binding is impaired by

mutations affecting specific aminoacids in the
central hydrophobic domain which are necessary
for direct binding to DNA and other protein fac-
tors. These mutants are still able to form tetramers,
and therefore can have a dominant negative effect
over wild-type protein. Other mutations alter the
conformation of the protein. Thermosensitive con-
formational mutants of p53 have been of great use
in functional studies. Aside from their loss of
function and/or dominant negative effects over
wild-type p53, mutated forms of p53 may also
acquire the ability to perform new functions that
are not carried out by wild-type p53 (‘gain of
function’) as suggested by several authors.

8.7.3 p53 function

The tumour suppressor activity of wild-type p53 is
mainly due to its ability to act as a transcription
factor and induce the expression of a large number
of proteins (Vousden and Lu, 2002). Accordingly,
mice bearing a transcriptionally inactive mutant of
p53 are prone to tumours, indicating that the
transcription activation domain of p53 is necessary
for its tumour suppressor function. Whether p53
can also specifically repress transcription in a direct
way is still a matter of controversy.

Some p53 targets are involved in inhibition of cell
proliferation by promoting cell cycle arrest (such as
p21CIP1 and GADD45) and others can cause the
induction of cell death by apoptosis (BAX, scottin,
PIG3, etc.). Induction of other proteins induced by
p53, such as histone H3, DNA polymerase-a and
mybmayhave important effects inDNAreplication.

The discovery of p53 alterations that promote
selectivity on different promoters and the defini-
tion of cofactors that specifically promote p53-
induced apoptosis suggest that the apoptotic and
cell-cycle arrest activities of p53 can be separated.
Supporting the view that c-Myc specifically modu-
lates the effect of p53 on particular promoters,
c-Myc expression specifically inhibits p21/CIP1
transcription. This may explain why expression of
c-Myc together with p53 leads to high levels of
apoptosis.

8.7.4 Regulation of p53 levels

The primary function of p53 is to stop cell prolif-
eration by halting the cell cycle or by inducing cell
death by apoptosis. Therefore, its levels and activ-
ity must be tightly regulated. There are several
reports on the mechanisms that control p53 gene
transcription. However, the current view is that
p53 levels are mainly regulated at the post-
transcriptional level.

In normal non-stressed cells, p53 has a very short
half-life due to an autoregulatory feedback loop
mechanism in which the MDM2 protein plays a key
role (Figure 8.3). Wild-type p53 acts as a tran-
scriptional activator of the MDM2 gene (mouse
double minute gene-2). In turn, MDM2, which itself
has a very short half-life, interacts with p53 and
functions as a ubiquitin E3 ligase that promotes the
conjugation of p53 to ubiquitin. This conjugation to
ubiquitin serves as a tag that effectively targets p53
for degradation by the proteasome. In this way, in
normal non-stressed cells, p53 levels are kept low
allowing cells to proliferate. Contributing to its
‘anti-p53’ function, MDM2 is also thought to impair
the transcriptional activity of p53 by masking the
transactivation domain of this tumour suppressor.
Supporting the crucial role of MDM2 in the regu-
lation of p53 activity, MDM2 knockout mice are
rescued from embryonic lethality by deletion of
p53. A similar requirement has also been observed
when MDMX (MDM4) mice were developed,
suggesting that MDMX is important in regulating
the levels and activity of p53.
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In tumour cells that encode mutant p53, these
forms are still susceptible to degradation by
MDM2. However, the ability to act as a transcrip-
tional activator is generally abolished, and there-
fore the levels of MDM2 are decreased, leading to
the accumulation of p53 in the cells. This is why the
detection of high levels of p53 in tumours can be
used as an indicator (but not as full proof) for the
existence of mutations in the p53 gene.

8.7.5 Impairment of p53 function in tumours
lacking p53 mutations

In cancers where the p53 gene is intact, its tumour
suppressor function is thought to be blocked by the
overexpression or inactivation of cellular factors
that regulate the levels and activity of p53 or by the
expression of certain oncoviral proteins. These
include the overexpression of the MDM2 protein,
defects in the expression of the p14ARF tumour
suppressor (see below), mutations in kinases such
as ATM or Chk2, chromosome translocations
involving the PML or the nucleophosmin proteins
or infection with certain viruses such as SV40,
adenovirus, andhumanpapillomavirus.Theviruses
encode proteins, like the SV40 large T-antigen, that
interact with p53, or proteins that bind to p53
and target it for degradation. Important and well-
studied examples of this are the malignant tumour-
associated strains of the human papillomavirus
(HPV). HPV protein E6 forms a complex with p53
and promotes its degradation through the ubiquitin
pathway in a way that instead of involving MDM2,
uses the ubiquitin E3 ligase activity of the celullar
protein E6AP.

8.7.6 Activation of p53

It is well known that the levels of p53 and tran-
scriptional activity increase in cells that are irra-
diated or treated with DNA damaging agents,
including many of the currently used chemother-
apeutic drugs. Additionally, p53 accumulates in the
nucleus of human skin biopsies after exposure to
UV light. Microinjection of cells with a restriction
enzyme can induce the accumulation of p53, sup-
porting the view that this activation is, at least in
part, due to the appearance of DNA lesions. In at
least some types of normal cells, p53 activation by
DNA damage stops cell cycle progression, which is
thought to be necessary to allow the cell to repair its
damage. If the damage cannot be repaired, p53
triggers the apoptotic response. By allowing DNA
repair in moderately damaged cells and promoting
cell death of severely damaged cells, p53 (‘the
guardian of the genome’) prevents the fixation of
mutations in cell populations. Hence, loss of p53
function leads to genomic instability and the
accumulation of cells with damaged DNA.
The elucidation of the mechanisms by which p53

is activated when cells are subjected to stress has
been an area of intense research. In response to
DNA damage, the activity of certain kinases (such
as DNAPK, ATM, Chk2) may be increased and p53
and/or MDM2 may be modified by phosphoryla-
tion. In some cases, these phosphorylation events
have been suggested to inhibit the ability of p53
and MDM2 to interact with each other or to inhibit
the ability of MDM2 to carry out its functions.
p53 activity can also be increased by a variety of

stresses that do not, at least not directly, involve
DNA damage. These include hypoxia, serum

p53
MDM2

Proteasome mediated 
degradation

Ubiq.

Ubiq.

MDM2

p14ARF

Figure 8.3 The p53/MDM2 autoregulatory feedback loop model.
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starvation, heat, cold, pH changes, ribonucleotide
depletion, glycerol, and inhibition of nuclear
export. Oncogenic signals and certain viral onco-
proteins can also increase the levels of p53. This
activation, at least in some situations, is mediated
by an increase in the levels of expression of the
p14ARF tumour suppressor protein, an antagonist
of MDM2 function (see below).

8.7.7 Mouse models

p53 double knockout mice are viable, suggesting
that p53 function is not essential for normal devel-
opment. However, after approximately six months
of life, these mice spontaneously develop a variety
of tumours at high frequency. One explanation for
this delay is that sufficient DNA damage needs to
accumulate before the absence of p53 is apparent.
The phenotype of p53 heterozygous mice is also of
great interest, since they can be considered as a
model of the Li–Fraumeni syndrome. These mice
develop a slightly different variety of tumour types
and as expected, with a longer latency period. The
majority of these tumours show LOH of the p53
genomic region, confirming that complete loss of
p53 function contributes to tumorigenesis.
In a subset of human tumours with p53 muta-

tions and in over half of the tumours arising in
p53 þ/�mice, LOH at the p53 locus is not detected,
suggesting that p53 haploinsufficiency may pro-
mote tumour formation. However, as mentioned
above, loss of both p53 alleles is more tumorigenic
than loss of one. Therefore, in the case of p53,
haploinsufficiency is partial.
Donehower and colleagues have observed that a

constitutive increase in p53 activity leads to the
appearance of very clear symptoms of premature
ageing in mice. In another study made in M. Ser-
rano’s lab, mice with an extra copy of the p53 gene
are protected from tumorigenesis but unlike the
mice developed in the Donehower lab, do not show
early ageing. This important difference between the
phenotype observed by Donehower and colleagues
and the phenotype of the mice with three copies of
p53 is very likely to be due to the possibility that in
the first case, p53 activity is constitutive, whereas in
the latter case, p53 levels are properly regulated.

8.7.8 p53-based therapies

Selective killing of tumour cells lacking p53 or
carrying inactivating mutations is a great challenge

which has led to a variety of very exciting
approaches (Woods and Lane, 2003). These include
screening for drugs that bind to and reactivate
mutant p53, using replication-defective adenoviral
vectors expressing p53 or using viruses that selec-
tively replicate in p53-deficient cells. Alternatively,
the study of whether disruption of p53 function
and/or accumulation of mutant p53 leads to the
upregulation of specific activities in tumour cells
may help to define new targets and preferably
enzymatic activities that make tumour cells parti-
cularly susceptible to small molecule inhibitors.

Contrary to the findings in solid tumours occur-
ring in adults, the rate of p53 mutations in hae-
matological malignant diseases and childhood
cancer is significantly lower. This may be the key to
the much better prognosis of children with cancer.
However, the DNA damaging effects of many
current therapies is especially important to bear in
mind when considering the treatment of young
patients. Follow-up studies are showing that the
damage induced by these treatments may lead to
growth and development problems in children,
infertility, and second malignant tumour induction
later in life. Conceivably, these secondary tumours
may derive from normal or tumour cells that were
damaged during treatment. Supporting this, Sturm
et al. (2003) have shown for the first time that
treatment of B-CLL patients with DNA damaging
alkylating agents correlates with the appearance of
mutations in p53. As mentioned above, the
appearance of these mutations is significantly
associated with poor outcome and drug resistance.
This is why the search for novel non-genotoxic
activators of the p53 response is thought to be
essential in improving the treatment of those can-
cers in which p53 function is not abolished by
mutation.

If MDM2 is an important inhibitor of p53 func-
tion, a likely way to increase p53 levels in a non-
genotoxic way is by impairing its function. We can
decrease the effects of MDM2 on p53, by decreasing
its expression with antisense RNAs and transcrip-
tion inhibitors or by inhibiting the interaction
between p53 and MDM2. Inhibiting the activity of
the proteasome very effectively increases p53
levels. However, this increase is not associated with
the activation of p53 transcriptional activity.
Developing small molecules that inhibit ubiquiti-
nation of p53 by MDM2 or that mimic the function
of the p14ARF tumour suppressor, a natural
inhibitor of MDM2 (see below) may also be suitable

144 C E L L U LAR AND MO L ECU LAR B I O LOGY O F CANCER



approaches. A very effective alternative is to induce
the accumulation of p53 in the nucleus, where it
acts as a transcriptional activator. The nuclear
export inhibitor leptomycin B (LMB) has been
shown to be an extremely potent activator of p53
transcriptional activity.

When considering therapeutic strategies based
on the activation of p53 activity an important
question arises: are tumour cells significantly more
susceptible to the killing effects of active p53? In
tissue culture conditions, many tumour cells are
very susceptible to apoptosis in response to
activation of p53. This is probably due to defects in
cell cycle checkpoints in these cells. Instead, certain
types of normal cells, like fibroblasts, which tend to
respond to stress by stopping their proliferation,
are relatively resistant to the effects of some p53
activators. Furthermore, p53 can play a protective
role against UV-induced apoptosis. Therefore, it
is conceivable that chronic stress activation of p53
could protect cells from a subsequent stronger
insult. In other normal cell types, such as
T-lymphocytes, growth arrest is not the most likely
response to p53 activation. Instead, these cells may
elicit an apoptotic response as a consequence of p53
activity.

The induction of the p53 response in some nor-
mal tissues is thought to be at least partially
responsible for many of the adverse side effects of
current chemotherapeutic drugs, such as gastro-
intestinal dysfunction or hair loss. Therefore, one
could think of taking a radically different approach
and aim to decrease the devastating effects of p53
induction in normal tissues and in this way
improve quality of life of patients during treatment.
The use of drugs like the p53 inhibitor pifithrin a to
protect normal cells from current therapies provide
an example of this approach.

8.8 The INK4a/ARF locus

8.8.1 Rb and p53 pathways are connected

As described above, the INK4 proteins (p16INK4a,
p155INK4b, p18INK4c, p19INK4d) inhibit the
activity of cyclin-dependent kinases. This results in
the inhibition of the phosphorylation of Rb family
proteins and prevention of cell cycle progression.
INK4a and INK4b are closely linked on chromo-
some 4 in mice and 9p in humans.

A striking finding was that the INK4a locus
encodes a second gene product from an alternative

reading frame (p14ARF in humans and p19ARF in
mice) (Figure 8.4). Both proteins act as inhibitors of
the G1 to S transition, even though they function
in two different pathways: p16INK4A acts as an
inhibitor of cyclin D:CDK4/6 complexes; and
p14ARF protects p53 from MDM2-mediated
degradation (Figures 8.2 and 8.4) and increases
the transcriptional activity of p53 (Sherr, 2001;
Sherr and McCormick, 2002).
p53 can modulate the Rb pathway through the

induction of expression of the CDK inhibitor
p21CIP1. Supporting this model, mice deficient in
all three Rb family members (Rb, p107, and p130)
are resistant to ARF-induced cell cycle arrest.
However, mouse cells lacking p21Cip1 are not
immortal and undergo ARF-induced arrest, sup-
porting the view that this activation is, at least in
part, due to the appearance of DNA lesions.
Reciprocally, E2F induces the expression of ARF.
This, together with the overlap between the ARF
and p16INK4a genes, provides another connection
between the Rb and the p53 pathways.

8.8.2 p16INK4a function

One key observation indicating that p16INK4a acts
primarily through the Rb pathway in vivo is that
p16INK4a does not inhibit G1-phase progression
in cells lacking Rb. p16INK4a directly inhibits the
activities of cyclinD-dependent kinases CDK4 and 6.
This inhibition is thought to occur by the interaction
of p16INK4a with CDK4 in a way that prevents the
formation of active cyclinD1/CDK4 complexes. This
lack of interaction between cyclinD1/CDK4 may
impair the interaction with CIP/KIP proteins.
Therefore, an increase in the levels of p16INK4amay
in turn indirectly impair the activity of CDK2 by

1� 1� 2 3

INK4a/ARF

p16INK4a ARF

CyclinD1-CDK4 MDM2

RB p53

Figure 8.4 The INK4a/ARF locus and involvement of p16INK4a and
p14ARF in the Rb and p53 tumour suppressor pathways, respectively.
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increasing the levels of CIP/KIP proteins accessible
to cyclinE : CDK2 complexes (Figure 8.2).

8.8.3 ARF function

The first studies on ARF function led to the
suggestion that this small protein (132 residues in
man) exerts its tumour suppressor function
through its ability to potentiate p53 activity. How-
ever, p53-independent effects of ARF, and even
MDM2-independent effects of ARF in cell culture
and mouse models, have been documented. Even
though the growth inhibitory and tumour sup-
pressor effects of ARF may be potentiated by the
presence of active p53 and MDM2 in cells, genetic
studies indicate that the action of ARF on the p53
pathway may not be necessarily direct. Chuck
Sherr’s lab has recently shown that ARF can impair
nucleolar function by inhibiting the processing of
pre-ribosomal RNAs, supporting the idea that ARF
may act through mechanisms other than binding to
MDM2.
Whether through its binding to p53/MDM2

complexes and/or indirectly, it is clear that ARF
protects p53 from MDM2-mediated degradation.
However, it is also clear that p53 degradation is a
multi-step process involving the interaction of
p53 with MDM2, the ubiquitination of p53 by
MDM2 and the MDM2-dependent interaction of
p53 with the proteasome (Figure 8.3). Therefore,
ARF could affect p53 degradation by MDM2 at
different levels. This is now an area of intensive
research.

8.8.4 Modulation of INK4a/ARF expression

ARF gene expression is induced by mitogenic sig-
nals in response to the overexpression of Myc, the
adenovirus E1A, mutated Ras, v-Abl and b-catenin
oncoproteins. Whereas Ras transforms established
rodent cell lines lacking ARF or p53, ectopic
expression of oncogenic Ras leads to growth
arrest and the appearance of senescence-associated
markers.
Mouse fibroblasts that overexpress Myc apoptose

rapidly. In these cultures, cells that have lost either
ARF or p53 function survive. A similar situation is
found in mice bearing a Myc transgene under the
control of a B-cell specific promoter (Em-Myc). In
early stages, increased S-phase entry of B-cells in
lymph nodes leads cells to apoptosis. Gradually,

cells that have lost either p53 or ARF function are
selected, giving rise to lymphomas in which one of
these genes is frequently mutated. These effects of
selective Myc expression are strongly enhanced in
an ARF negative background but not in a p16INK4a
negative background. However, a role for
p16INK4a, but not for ARF, has been suggested in
facilitating the curative response to cyclopho-
sphamide in mice.

Neither p16INK4a or ARF is expressed at signi-
ficant levels during development. This may be due
to the transcriptional repressor Bmi-1 since the
developmental anomalies observed in Bmi-1 defi-
cient mice are reversed in a p16INK4a-ARF negative
background and Bmi-1 accelerates Em-Myc-induced
lymphomagenesis. Other ARF repressors include
Twist and TBX2. These factors are overexpressed
in some cancers that retain wild-type p53.

8.8.5 INK4a/ARF genes and cancer

p16INK4a function is often deficient in cancer cells.
In contrast, p15INK4b and p18INK4c are less fre-
quently altered and the possible involvement of
p19INK4d in cancer is not yet clear.

p16INK4a-ARF mutations have been detected in
familial melanoma, and in some cases, the critical
mutations affect only p16INK4a but not ARF. They
are also present in other cancers such as small cell
carcinomas of the lung. A mutation affecting exon
1b, and therefore, only the expression of p14ARF
and not p16INK4a has been detected in a colon
cancer and in familial melanoma.

The gene for p15INK4b is localized in close
proximity to the INK4A locus on chromosome
9p21. All three genes (p16INK4a, p15INK4b, and
p14ARF) are frequently altered in various haem-
atological malignancies. Most alterations occur by
inactivation of p16INK4a and p15INK4b due to
hypermethylation of CpG islands in their pro-
moters, or bydeletions in the 9p21 region, frequently
involving all three genes.

8.8.6 Knockout mouse models

Before ARF was discovered, the first INK4a
knockout mice were described. These were shown
to be tumour prone and develop various cancers
early on in life. They were subsequently found to be
deficient for the expression of both p16INK4a
and ARF.
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To unravel whether the observed effects were
due to the lack of function of only one of these
proteins, mice that were deficient in the expression
of either gene were obtained. p16INK4a knockout
mice are tumour-prone and develop a variety of
cancers after exposure to carcinogens or radiation.
Another important observation derived from
experiments with mouse embryonic fibroblasts
(MEFs) from the initial INK4a/ARF knockout mice
was that these cells do not undergo senescence and
they are susceptible to transformation by Ras in the
absence of other immortalizing oncogenes. Later on
it was shown that pure INK4a-null MEFs had nor-
mal growth properties and cannot be transformed
by Ras alone. Like p53 knockout mice, pure ARF-
deficient mice, spontaneously develop tumours
and die of cancer and primary MEFs cultured from
these animals do not senesce in culture and give
rise to immortal cell lines. However, in other mouse
cell types, loss ofARF and silencing of p16INK4a are
required for the establishment of cell lines.

In agreement with the fact that INK4a mutations
are more frequent in human cancers than muta-
tions of INK4b, INK4b-knockout mice do not spon-
taneously develop tumours, although they do show
predisposition to extramedullary haematopoiesis
(formation of blood outside the bone marrow) and
lymphoid hyperplasia.

Unlike p16INK4a and p15INK4b, p18INK4c, and
p19INK4d are ubiquitously expressed during
mouse development and in a tissue-specific man-
ner in adult mice. INK4d-null mice are not tumour
prone and have a normal lifespan. Mice lacking
both INK4c and INK4d are sterile. In contrast,
p18INK4c null mice show spontaneous develop-
ment of mid-lobe pituitary tumours and other
endocrine neoplasias, indicating an important role
for p18INK4c in these cell types.

8.9 von Hippel–Lindau syndrome

von Hippel–Lindau (VHL) is a rare inherited dis-
ease with an incidence of approximately 1 in 35,000.
This syndrome is associatedwith a predisposition to
develop retinal, spinal, and cerebellar haemangio-
blastomata, clear cell renal carcinoma, and phaeo-
chromocytoma. Haemangiomas of the adrenals,
lungs, and liver, and multiple cysts of the pancreas
and kidneys are also observed. This disease is
another example of Knudson’s ‘two hit’ model.
Affected individuals inherit onemutatedVHL gene,
and develop neoplastic disease in association with

loss or inactivation of the remaining allele. Somatic
inactivation of both VHL alleles is also common
in non-familial clear cell renal carcinoma and CNS
haemangioblastoma (Kaelin, 2002).

8.9.1 VHL function

The VHL gene contains an open reading frame
encoding 213 aminoacids. An alternative transla-
tional initiation site at codon 54 encodes a truncated
protein that retains tumour suppressor activity.
Co-immunoprecipitation experiments suggested
the association of VHLwith elongins C and B, Cul-2,
and Rbx-1. Subsequently, isolation of Rbx-1 as
a common component of SCF (Skp-1-Cdc53/CUL
1-F-box) family of multi-component ubiquitin
ligases and VHL-elongin B-elongin C-Cul 2 (VBCC)
complexes provided further circumstantial evid-
ence for a role in proteolysis.
The hypoxia-inducible factor subunit (HIF-1a)

was shown to be a proteolytic target of the VBCC
complex. This provided a direct link between the
tumour suppressor function of VHL and tumour
cell responses to hypoxia. HIF is a transcriptional
regulator involved in the maintenance of cellular
oxygen homeostasis through its effects on angio-
genesis, vasomotor control, and regulation of
energy metabolism. HIF is a heterodimer. The
b-subunits of HIF are constitutive nuclear proteins
and the a-subunits are the regulatory components.
Under normoxic conditions, HIF-1a subunits are
rapidly degraded by the proteasome. In hypoxia,
this proteolysis is suppressed and high levels of
HIF-1a are detected. Accordingly, there is an
oxygen-dependent degradation domain (ODDD)
that occupies a central position in HIF-1a and con-
veys proteolytic regulation by the ubiquitin pro-
teasome pathway. VHL regulates HIF-1a
proteolysis by interacting with the ODDD and VHL
acts as the recognition component of an E3 ubiquitin
ligase that targets HIF-1a subunits. The interaction
of VHLwith HIF-1awas shown to be dependent on
hydroxylation of either of two critical prolyl res-
idues lying in HIF-1a. In vivo, in VHL-associated
renal carcinoma cells that lack functional VHL,
expression of HIF target genes is upregulated.

8.9.2 Hypoxia in cancer

Upregulation of specific isoforms of glucose trans-
porters and of glycolytic enzymes by HIF activation
accounts at least in part for the enhanced rates of
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aerobic glycolysis observed in tumours.On theother
hand, the HIF regulation of angiogenic growth
factors such as vascular endothelial growth factor
(VEGF), links HIF function to the enhanced angio-
genic activity that is associated with aggressive
tumour growth.
Interestingly, some upregulation of HIF has been

observed following oncogenic activation or tumour
suppressor inactivation in a wide variety of set-
tings. Reciprocally, wild-type p53 and p14ARF can
interact with HIF1-a. The interaction with p53 may
be related to its ability to impair HIF1 stimulated
transcription and promote the degradation of
HIF1-a.
More hypoxic tumours generally have worse

prognosis and are more resistant to current ther-
apies. However, aggressive growth might itself
promote hypoxic conditions in the tumour. Thus, a
question that arises is whether HIF activation is
causally implicated in cancer. Mouse models have
not yet provided a clear answer. Another question
is whether VHL-associated tumorigenesis is not
due to HIF-independent effects of VHL. So far, no
other ubiquitination substrate has been identified.
Nevertheless, understanding the HIF/VHL path-
way may possibly to identify molecular targets that
can be used in rational drug design.

8.10 LKB1

8.10.1 Peutz–Jeghers Cancer Syndrome

Peutz–Jeghers Cancer Syndrome (PJS) is an
autosomal-dominant inherited disorder that is char-
acterized by multiple hamartomatous polyps in the
gastrointestinal tract, pigmentation of the mucous
membranes and an increased risk of cancer.
Hamartomas are benign overgrowths of well-
differentiated tissues. In PJS patients, the hamar-
tomatous polyps are most common in the small
intestine. The total numbers of polyps vary from a
few to several hundreds. In addition to hamarto-
matous polyps, adenomatous and hyperplastic
polyps can also be found. Histologically, the PJS
polyps are characterized by proliferation of normal
epithelium and smooth muscle. The branching of a
well-defined smooth muscle bundle in the core of
the polyp is a prominent feature of the hamarto-
matous polyp in PJS. The reported estimates of
incidence of PJS vary significantly from 1:8300 to
1:120,000 live births. Although the majority of PJS
patients have a family history, 10–20% of the cases

are caused by de novo mutations in LKB1 (Boudeau
et al., 2003). The most common cancer types in PJS
patients include colon, stomach, small intestinal,
and pancreatic cancer. The relative risk for all
cancers from this analysis was estimated to be
15.2-fold higher for PJS patients compared to the
general population.

8.10.2 Identification of the PJS gene

Initial analysis of multiple hamartomas derived
from a single PJS patient using comparative geno-
mic hybridization revealed deletions of chromo-
some 19p, indicating that 19p was the locus for PJS.
Further linkage analysis confirmed chromosome
19p13.3 as the PJS locus. In early 1998, two groups
independently reported the identification of the
same gene, a novel serine/threonine kinase,
responsible for PJS. This kinasewas named LKB1 by
one group and serine threonine kinase-11 (STK11)
by the other. This protein is ubiquitously expressed.

To date over 80 different germline and somatic
mutations in LKB1 have been identified from PJS
patients. These include nonsense, small point muta-
tions, deletions, insertions, splice site mutations,
rearrangements, missense mutations, and promoter
hypermethylation.

8.10.3 LKB1 function

Analysis of the LKB1 primary sequence reveals that
LKB1 has a core serine/threonine kinase domain
(encompassing residues 44–309) and distinct
N-terminal and C-terminal regulatory domains.
LKB1 has been reported to possess autocatalytic
activity but no physiological substrates have yet
been identified. LKB1 is a target for PKA and RSK,
which phosphorylate LKB1 at Ser431. Phosphor-
ylation of LKB1 at Ser431 does not alter the LKB1
activity but mutation of this residue to Ala or Asp
prevents LKB1 from suppressing cell growth.
Interestingly, a similar result was obtained with the
mutation of Thr336 to Glu but not to Ala.

IR induces the phosphorylation of LKB1 at
Thr366, which lies in an optimal phosphorylation
motif for the PI 3-kinase like kinases, DNA-PK,
ATM, and ATR. These enzymes function as sensors
for DNA damage in cells and mediate cellular
responses to DNA damage. Both DNA-PK and
ATM efficiently phosphorylate LKB1 at Thr366
in vitro and there is evidence that ATM mediates
this phosphorylation in vivo.
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LKB1 has been reported to be mainly nuclear, but
some studies have reported cytosolic localization of
a minor but significant proportion of LKB1. This
may play an important role in regulating LKB1
growth inhibitory activity in cells. LKB1 associates
with, and is functionally linked to, LKB1 Interact-
ing Protein-1 (LIP1), which is suggested to regulate
LKB1 by altering its cellular localization and
anchoring it in the cytoplasm.

Overexpression of wild-type LKB1 in LKB1-
deficient G361 or HeLa cells leads to suppression
of cell proliferation caused by a G1-cell cycle block.
Induction of proliferation suppression by LKB1 is
associated with an increase in the levels of the
p21WAF1/CIP1 cell cycle inhibitor through a p53-
dependent pathway. In these studies, it was sug-
gested that LKB1 induced G361 growth arrest
required LKB1 to translocate into the cytosol.
Overexpression of several naturally occurring
LKB1 mutations from PJS patients fail to cause
G361 growth suppression, further suggesting that a
functional LKB1 is required for the suppression
of cell proliferation. The tumour suppressor protein
p53 immunoprecipitates from cell lysates with
endogenous LKB1 suggesting that p53 directly or
indirectly associates with LKB1. Furthermore, it
was shown that overexpression of LKB1 in HT1080
cells induced classical apoptosis via activation
of caspases and DNA-fragmentation in a p53-
dependent manner. LKB1 kinase activity was
required for LKB1-induced cell death. In apoptotic
cells, LKB1 translocated to mitochondria indicating
that LKB1 could mediate the p53-dependent
apoptosis by regulating a mitochondrial protein.

LKB1 association with Brahma-related gene-1
(Brg1) is required for Brg1-induced growth arrest.
Brg1 possesses an ATP-dependent helicase activity
that is necessary for chromatin remodelling. Brg1
also interacts with other proteins, including steroid
hormone receptor, BRCA1 and cyclin E, stimulates
the activity of several transcription factors and
is necessary for retinoblastoma-dependent cell
cycle arrest and senescence in vivo. Although the
kinase activity of LKB1 is not required for its
association with Brg1 or the activation of Brg1
in vitro, Brg1-induced cell cycle arrest requires
LKB1 kinase activity.

8.10.4 LKB1 mouse models

Targeted disruption of the LKB1 gene by homo-
logous recombination in mouse embryonic stem

cells has been reported by several groups. Analysis
of LKB1þ/� heterozygous mice showed that by
the age of 40–45 weeks all the mice developed
polyps in the gastrointestinal tract which are his-
tologically similar to PJS polyps. The location of
polyp development predominantly in the glandu-
lar stomach in LKB1þ/� mice is distinct from PJS
patients who develop polyps mainly in the small
intestine. Many of these mice die before the onset of
carcinomas and metastasis, as a result of intestinal
obstruction and/or bleeding from polyps.
No LKB1mutations were identified in the polyps

from LKB1þ/� mice. These results indicate that
LKB1þ/� mice express wild type LKB1 in haploid
amounts and that haploinsufficiency of LKB1 is
enough to induce polyposis in LKB1þ/� mice.
However, a recent study reported that 3 of 12
polyps analysed from LKB1þ/� mice showed
clear loss of the wild-type LKB1 allele. Moreover,
no LKB1 protein was detectable in half of the
polyps from LKB1þ/� mice that retained wild
type LKB1 allele suggesting epigenetic gene inac-
tivation.
Seventy per cent of the male and twenty per cent

female LKB1þ/� mice that survived beyond
50 weeks developed hepatocellular carcinoma,
indicating that there could be a sex difference in
cancer susceptibility. Interestingly, no expression of
LKB1mRNAandproteinwas observed in any of the
hepatocellular carcinoma samples examined, indic-
ating that the wild-type allele of LKB1 in these
tumours was lost or silenced. Therefore, it is cur-
rently thought that the initiation of polyp formation
could result from reduction in the expression of
LKB1. However, complete loss of LKB1 expression
may be required for the development of hepatocel-
lular carcinomas as well as progression of benign
polyps into carcinomas.

8.11 Neurofibromatosis type 1

8.11.1 Neurofibromatosis type 1 or
Recklinghausen’s neurofibromatosis

Neurofibromatosis type 1 (NF1) is a neurocuta-
neous disorder and one of the most frequent
human genetic diseases. The most common symp-
toms of NF1 are abnormal skin pigmentation,
benign iris hamartomas, and cutaneous or subcu-
taneous neurofibromas. NF1 patients also suffer
from distinctive skeletal lesions. Other frequent
problems include macrocephaly and learning and
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behavioural problems. Individuals with NF1 are
predisposed to the development of malignancies
including peripheral nerve sheath tumours and
astrocytomas. Peripheral nerve sheath tumours can
be benign (neurofibromas) or malignant (MPNSTs).
Most MPNSTs are thought to arise by malignant
transformation of neurofibromas, an event occurs in
about 2% of NF1 patients. The disruption of the p53
pathway is involved in this malignant progression.
Neurofibromas, one of the most common manifes-
tations of the disease, are unique among tumours
with respect to their heterogeneity. They contain all
of the cell types found in normal peripheral nerves
(axonal processes of neurons, Schwann cells, peri-
neural cells, fibroblasts, and mast cells).

8.11.2 NF1 gene

The high frequency of NF1 worldwide is possibly
related to the large size of theNF1gene (over 350kb).
This gene is mapped to chromosome 17q11.2 and
consists of 57 constitutive and 3 alternatively spliced
exons. The large size of NF1 and the presence of
several pseudogenes greatly complicate the search
formutations. TheHumanGeneMutationDatabase
(http://archive.uwcm.ac.uk/uwcm/mg/hgmd0.
html) lists more than 600 mutations. No clear
genotype–phenotype correlations emerge from
this mutation data except that patients with large
deletions are more likely to exhibit more severe
symptoms. Bone marrow cells from NF1 and
myelogenous leukaemia showed homozygous
inactivation of the NF1 gene, providing support
for a tumour suppressor role.

8.11.3 NF1 function

NF1 is expressed in many cell lines and is abundant
during mouse foetal development. In adult rats
Nf1 (neurofibromin) is most abundant in peri-
pheral nervous system and CNS and in particular
in neurons, oligodendrocytes, and non-myelinating
Schwann cells. In several studies, NF1 has been
suggested to be associated with mitochondria.
Neurofibromin is involved in the modulation of

the Ras pathway. Ras GTPases (H-, K-, and N-Ras)
have high affinity for both GTP and GDP and
function as binary switches by cycling between
inactive GDP- and active GTP-bound conforma-
tions. Upon growth factor receptor signalling, Ras
is activated by at least four guanine nucleotide
exchange factors that promote GTP for GDP

exchange. Active Ras interacts with several effector
proteins including Raf, PI3kinase, and Ral-GDS.
Inactivation of Ras is mediated by exchange of GTP
with GDP, a process mediated by several Ras-
specific GTPase-activating proteins (RasGAP),
including neurofibromin. The most common dis-
ruption of this pathway in human cancer is muta-
tion of Ras, resulting in constitutively active,
oncogenic Ras (Chapter 7). Another disruption of
this pathway is by inactivation of neurofibromin,
resulting in a higher proportion of active Ras.
NF1-deficient neurons survive in the absence of
neurotropic factors, supporting a role for neurofi-
bromin in reducing cell growth.

8.11.4 Nf1 mouse models: contribution of
the surrounding somatic tissue to tumour
formation

An excellent review on the observations from
genetically engineered mice can be found in
McLaughlin and Jacks (2002). NF1 homozygous
mice die during fetal development possibly due to
a role for Nf1 in heart development. Mice hetero-
zygous for a targeted disruption of the Nf1 gene do
not resemble the human phenotype with regard to
either pigmentation abnormalities or neurofi-
bromas, but they are susceptible to malignancies
(pheochromocytoma and myeloid leukemia) as
well as learning and memory defects. Therefore,
although these mice do not provide a perfect model
for all aspects of the human disease, the generation
of Nf1-knockout mice has confirmed the role of
neurofibromin as a tumour suppressor. This diffi-
culty has been circumvented by the generation of
chimeric mice partially composed ofNf1�/� cells.
Nearly all of these mice develop numerous neuro-
fibromas that histologically resemble human
plexiform neurofibromas. This confirms the hypo-
thesis that somatic Nf1mutation is the rate-limiting
step in neurofibroma formation. The chimeric
mouse model, however, has its limitations; the cell
type in which Nf1 is deleted cannot be controlled
and these animals cannot easily be crossed to other
mutant mouse strains.

Using Cre-recombinase transgene technology in
which this enzyme is under control of the Krox20
promoter and induces the ablation of a floxed
Nf1 gene, it has been possible to specifically
abolish Nf1 function in Schwann cells. All progeny
with the Nf1flox/-;Krox20-cre genotype developed
neurofibromas, demonstrating that loss of Nf1
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in the Schwann cell lineage is sufficient for this
phenotype.

This is an important result, but not sufficient to
explain the cellular heterogeneity in neurofibromas,
nor does it address whether hetereozygous Nf1
neighbouring cells may influence tumour develop-
ment. To study this second issue, researchers com-
pared the size and frequency of neurofibromas
occurring in Nf1flox/-;Krox20-cre mice (in which all
neighbouring cells are phenotypically heterozygous
for Nf1) and Nf1flox/flox;Krox20-cre mice (in which
all of the neighbouring cells are phenotypically wild
type). In striking contrast to the widespread plexi-
form neurofibromas in the first case, the Nf1flox/
flox;Krox20-cre mice only developed small, infre-
quent hyperplastic lesions in the cranial nerves.
These observations provide genetic evidence that
the haploinsufficient state of the somatic tissue
surrounding tumour can contribute to tumour
formation.

8.12 Wilms’ tumour

8.12.1 WT1 gene

Wilms’ tumour is a paediatric kidney malignancy
affecting 1/10,000 children making it the most
common solid tumour in the young. Eighty per cent
of the cases can be treated, but with increased
survival rates, various side effects have become
apparent. Therefore, unravelling the mechanism
of the disease may help to refine therapeutic
strategies.

Cytogenetic studies indicate that several chro-
mosome regions are involved, but so far, only the
WT1 gene has been proven to play a role in the
aetiology of this tumour (Scharnhorst et al., 2001).
However, WT1 mutations are found in only 5% of
sporadic Wilms’ tumours and WT1 mutations
appear to play a role only in a few familial cases.
One possible reason for is that disruption of WT1
function may impair gonad development and
hence the transmission of germinalWT1mutations.
Therefore, only less disruptive alterations of WT1
may be transmitted. Alternatively, WT1 function
may be altered by mutations affecting either regu-
lators or effectors of WT1. Wilms’ tumour also is
associated with a group of rare syndromes (Denys–
Drash syndrome, Frasier syndrome, and WAGR
syndrome) and in the development of other
tumours such as leukaemias, breast cancer, and
mesothelioma.

8.12.2 WT1 function: importance of
alternative splicing

There is little knowledge about the factors that
regulate WT1 protein expression and function or
about the downstream effectors of WT1. Analysis
of the chromosomal regions related to the appear-
ance of WT may help to reveal the identity of these
regulatory factors. WT1 may function at three
stages of kidney development. WT1 expression can
be detected at the onset of nephrogenesis, is low in
the developing blastema, increases as nephrogen-
esis progresses and upon further differentiation its
expression is downregulated except in the podo-
cytes, where it is maintained into adulthood. Con-
sistent with its role in kidney development,
inactivation of several WT1-target genes, such as
IGF-II, IGF-IR, GaI-2, Pax-2, or Bcl-2, results in
reduced and abnormal nephrogenesis.
WT1 also plays a role in differentiation, prolif-

eration and apoptosis in cell culture systems. Since
Wt1 knockout mice die early in development due to
a failure in kidney development, and mice hetero-
zygous for Wt1 appear normal and do not develop
tumours, the creation of conditional knockouts for
Wt1 may be required to evaluate the physiological
function of Wt1.
WT1 initially was shown to be a transcription

factor that is able to repress transcription of genes
that are abnormally upregulated in Wilms’
tumours, althoughmore recent studies indicate that
activation of transcription byWT1 is likely to be the
critical function of this tumour suppressor. Never-
theless, discrepancies between the results obtained
by different labs suggest that a specific cellular
context may be required tomanifest its function as a
transcriptional activator. Consistent with this, some
data suggest that WT1 splice variants may function
as transcription factors with different transactiva-
tion activities on different target genes. These target
genes include IGF-II, PDGF-A, amphiregulin,
syndecan-2, Bcl-2, p21CIP1, and hsp70. WT1 may
also affect promoter activity independently of DNA
binding by binding other proteins such as the
steroid binding factor 1 (SF1) or the hsp70 protein.
Also, a conserved N-terminal RNA recognition
motif is present in all known WT1 proteins. There-
fore, WT1 proteins may also regulate gene expres-
sion at the post-transcriptional level through their
ability to bind mRNA (e.g. the exon 2 region of
IGF-II RNA) or by modulating RNA splicing as
inferred by the localization of WT1 and snRNPs in
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the nucleus. A conserved N-terminal RNA recog-
nition motif is present in all known WT-1 isoforms
and the splicing factor U2AF65 may interact with
WT1. The balance between the expression levels of
WT1-induced genes may determine whether a cell
will proliferate, differentiate or undergo apoptosis.
Disruption of any of these three processes may
result in tumour formation.
WT1 is subject to alternative splicing in two

regions. The best characterized alternative splice
variant involves the insertion of the three amino-
acids, lysine–threonine–serine (KTS) between the
third and fourth zinc fingers of the DNA-binding
domain at the C-terminus of WT1. The inclusion of
these aminoacids drastically reduces the affinity of
WT1 for a specific DNA sequence, and instead this
isoform binds preferentially to RNA. Moreover, the
þKTS, but not the �KTS isoform of WT1, shows a
speckled pattern by immunofluorescence analysis
and colocalizes with splicing factors. Thus, it
appears that WT1 may play a role in both tran-
scription and RNA processing in a splice isoform-
dependent manner.
Another alternative splice inserts 17 aminoacids

(17AAs) between theWT1 transcriptional activation
domain and the zinc finger region. Studies of the
effect of the þ 17AA form of WT1 have shown
variable effects on the transcriptional function of
WT1. In some cell types, it augments the transcrip-
tional activation domain, and in others it has been
shown to constitute an independent transcriptional
repression domain. The involvement of the Par4
protein, a coactivator of this splice variant, may help
to explain these discrepancies. The 17AA insertion
of WT1 also has been linked to both the regulation
of the cell cycle and apoptosis, although the
molecular mechanisms involved are not clear.
The relative level of the WT1 isoforms can vary

during development and in disease. For example,
Frasier syndrome results from an imbalance of the
þKTS/�KTS ratio and the relative level of the
WT1 þ 17AA isoform can be elevated in Wilms’
tumours and leukaemia. In addition, the þ 17AA
variant is differentially expressed throughout
development.

8.13 PTEN

8.13.1 PTEN gene

PTEN (phosphatase and tensin homologue deleted
on chromosome ten), also known as MMAC1

(mutated in multiple advanced cancers) and
TEP1 (TGF-regulated and epithelial cell-enriched
phosphatase) was first identified as a tumour-
suppressor gene localized on chromosome 10q23.
PTEN mutations occur in many tumour types and
are associated with different stages of tumorigen-
esis. Cowden disease (CD), an autosomal dominant
familial cancer syndrome is characterized by mul-
tiple hamartomas of the skin, breast, thyroid and
intestines, and increased risk of breast and thyroid
malignancies. The phenotype of Bannayan–Zonana
syndrome (BZS) patients partly overlaps CD, but
these patients are not found to have an increased
risk of malignancy. Germline mutations have been
found in 81% of families with CD and 57% of
BZS families. Somatic mutations of PTEN occur
in high-grade gliomas, advanced stage prostate
carcinomas, endometrial carcinomas and malig-
nant melanomas. PTEN may exhibit differential
roles in specific tumour types. In brain and prostate
carcinomas, PTEN mutations probably occur
late in tumorigenesis and in association with the
metastatic phenotype. In endometrial carcinomas
PTEN mutations may instead be initiating events.
Germline mutations predispose CD patients to
breast and thyroid cancers, supporting the role of
PTEN as an inhibitor of transformation.

8.13.2 PTEN function

In response to mitogen or cytokine stimulation,
phosphoinositide 3 kinase (PI3K) activation leads
to the production of PtdIns(3,4,5)P3 and subsequent
recruitment of both PKB (Akt/RAC) and PDKs
to the plasma membrane. The resulting colocaliza-
tion of kinases facilitates PDK phosphorylation
(activation) of PKB, which in turn phosphorylates
substrates involved in cell growth and survival.

The PTEN gene encodes a dual-specificity phos-
phatase of the VHR family. These phosphatases
dephosphorylate proteins and lipids by virtue of
their HCXXGXXRS/T domain. PTEN has a phos-
phatase activity towards serine, threonine, and
tyrosine phosphorylated residues in acidic regions.
This preference for acidic substrates led to tests of
its activity as a phospholipid phosphatase. PTEN
specifically dephosphorylates the D3 position on
the inositol ring of phosphatidyl inositol and
inositol phosphates. This specificity for the 3 posi-
tion suggested that PTEN acts as an antagonist of
phosphoinositide PI3K signalling.
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Loss of PTEN function was found to result in
high levels of PtdIns(3,4,5)P3 and elevated basal
levels of the activated PKB. These data strongly
suggested that PTEN functions downstream of
PI3K and upstream of PKB in the PI3K–PKB sig-
nalling pathway. PTEN contains 403 aminoacid
residues. Residues 10 to 353 constitute the minimal
phosphatase domain and the C-terminal residues
contain a PDZ binding site which may be involved
in the assembly of multiprotein complexes at the
cell membrane and regulation of the half life of the
protein.

Particular mutations that retain protein phos-
phatase but not lipid phosphatase activity, have
allowed it to be established that protein phospha-
tase activity is not sufficient for G1 arrest. Possibly,
the protein phosphatase activity of PTEN may be
important in other aspects of tumorigenesis related
to cell spreading and motility. Overexpression of
PTEN has been shown to inhibit cell migration
while antisense PTEN enhances it. Accordingly,
integrin-mediated cell spreading and the formation
of focal adhesions are downregulated with wild-
type PTEN but not a PTEN with an inactive phos-
phatase domain. These effects of PTEN may be
mediated by its ability to dephosphorylate focal
adhesion kinase (FAK). An excellent review of
PTEN function is given by Yamada and Araki
(2001).

8.13.3 PTEN mouse models

Numerous mouse transgenic studies support a role
for PTEN in PKB-mediated tumorigenesis and
disease. Pten-null mouse embryos exhibit a dis-
ruption in developmental patterning and regions of
increased cellular proliferation that result in death
before birth. Cells from Pten-null mice and PTEN-
deficient human tumour cell lines both exhibit
elevated levels of PtdIns(3,4,5)P3 which correlates
with increased PKB activity. Expression of wild-
type Pten in these cells reduces PtdIns(3,4,5)P3

levels and inhibits PKB and other targets of PI3K.
Mice heterozygous for Pten are viable but develop
spontaneous tumours, establishing the role of Pten
as a TSG.

8.13.4 PTEN and the p53 pathway

Several elements in the PTEN promoter appear to
regulate the level of protein expression, including

binding sites for the tumour suppressor p53. On the
other hand, recent observations show that PKB
promotes the phosphorylation and possibly the
movement of the MDM2 oncoprotein into the
nucleus, where it downregulates the p53 tumour-
suppressor protein. Through its ability to inhibit
activation of PKB, PTEN could inactivate or restrict
MDM2 to the cytoplasm, and therefore, induce the
accumulation and promote p53 transcriptional
function in the nucleus.

8.14 Breast cancer: BRCA1, BRCA2,
and p53

After lung carcinoma, breast carcinoma is a leading
cause of cancer mortality among women in the
Western hemisphere. Current estimates suggest
that one in eight American women will develop
breast carcinoma. The molecular mechanisms and
changes leading to the development and progres-
sion of breast carcinoma are extremely complex.
Multiple factors contribute to its development and
progression including certain steroid receptors
(oestrogen receptor (ER), progesterone receptor
(PR), and retinoic acid receptor), members of the
HER/ERBB family, and several TSGs. Individuals
with mutations of the BRCA1, BRCA2, or TP53
TSGs are at a higher risk of developing breast car-
cinoma in their lifetime. Some of these mutations
associate with early onset of disease, whereas
others increase overall lifetime risk. Therefore,
testing for mutations in these genes can contribute
information regarding the risk of developing breast
carcinoma, and also help to evaluate overall pro-
gnosis and response to specific therapy. The
evaluation of certain molecular markers such as ER
and PR expression in individual tumours may also
contribute to the determination of prognosis in
patients with breast carcinoma and be predictors
of clinical outcome with current therapy. For
example, the presence of ER and/or PR is reported
to predict response to endocrine therapies.
Somatic cell mutation in TP53 is observed in

approximately 20–30% of primary breast carcinoma
cases. Most of these mutations occur at the core
DNA binding domain and result in decreased
p53-dependent gene transactivation. In the major-
ity of p53-negative tumours, a missense mutation
of one allele is associated with deletion of the sec-
ond allele. Tumours with TP53 mutations are more
likely to be highly invasive, poorly differentiated,
high-grade breast tumours. It is hypothesized that
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TP53 mutations may precede the development of
tumours with fully malignant and invasive phe-
notypes. Therefore, mutant p53 has been suggested
to be a biomarker predicting risk for subsequent
breast carcinogenesis. However, the response to
therapy may not always be related to TP53 status.
As recently described, in the case of advanced
breast cancer tumours treated with epirubicin and
cyclophosphamide, a positive association between
p53 mutation and success of the treatment has been
reported. Germline TP53 mutation is also a risk
factor for breast carcinoma. Although quite rare,
Li–Fraumeni is a dominant inherited cancer syn-
drome that manifests itself with a high rate of early-
onset breast carcinoma as well as multiple other
tumour types.
The ER has been shown to associate physically

with the aminoterminus of p53 to form complexes
containing p53 and MDM2. It is interesting to note
that ER protects p53 from MDM2-mediated
degradation, suggesting that ER-signalling results
in the up-regulation of p53 protein. However,
overexpression of ER- has been reported to mediate
the overexpression of MDM2 also and to decrease
p53 transcriptional activity. This may be a potential
mechanism leading to neoplastic transformation of
the cell and suppression of p53 leading to increased
cellular proliferation.
Hereditary breast carcinoma is reported to

account for a small proportion (5–10%) of all breast
carcinoma cases. Germline mutations in two breast
carcinoma susceptibility genes, BRCA1 and BRCA2,
have been implicated in a fraction of these, and
in particular those arising in young women, via
an autosomal dominant inheritance mechanism.
Patients carrying BRCA1 mutations have up to a
94% risk of developing breast and/or ovarian
cancer by the age of 70. These mutations also
increase the risk of ovarian, colon, and prostate
cancer.
Tumorigenesis in women with BRCA1 or BRCA2

mutations requires the loss or inactivation of the
remaining wild-type allele, resulting in expression
of a non-functional protein.Womenwith amutation
in one of these genes are reported to have an
approximately 60–80% risk of developing breast
carcinoma in their lifetime. Although these muta-
tions are found scattered throughout the genes,
some are more prevalent and have a higher pen-
etrance than others. For example, three mutations
(BRCA1 185delAG, BRCA1 5382insC, and BRCA2
6174delT) are found to have a high penetrance in the

Ashkenazi Jewish population. BRCA2 mutations
account for approximately 40% of early breast
cancers. Interestingly, almost all cell lines that
show loss of BRCA2 (at 13q12–q13) also show loss
of RB (at 13q14). Screening for and detection of
BRCA1/BRCA2 mutations may be helpful in deter-
mining the overall risk for the development of
breast carcinoma, especially in families with
hereditary cases.

The observation that both BRCA1 and BRCA2
proteins form nuclear foci with Rad51 during
S phase and afterDNAdamage led to the suggestion
of their involvement in DNA repair. Accordingly,
BRCA1 and BRCA2mutant cells show defects in the
repair of double-strand breaks (DSBs). Aside from
this function, BRCA1 has also been implicated in
the regulation of gene transcription and ubiquitin
ligase activity when dimerized to BARD1. The
striking genetic instability observed in cells defi-
cient in BRCA1 or BRCA2, which is greater than
that observed in oncogene-induced tumours,
suggests that chromosomal aberrations followed
by gain or loss of function of other genes triggers
BRCA-associated tumorigenesis. This model is
strongly supported by experiments carried out
by knocking out BRCA1 or BRCA2 functions
in mice.

8.15 Concluding remarks

The identification of tumour suppressor genes has
had enormous impact on our understanding of the
neoplastic process and has already had a major
impact in the clinic. Most directly the identification
of the genetic basis of cancer family syndromes has
allowed the unequivocal detection of which family
members are at risk and has allowed that excess
risk to be quantified. In many cases such at risk
individuals can be offered enhanced screening
access and even prophylactic surgery. Such popu-
lations of at risk individuals also provide ideal
populations in which prevention trials can be con-
ducted. Screening for BRCA1 and BRCA2 muta-
tions in breast cancer families and for mismatch
repair and APC gene mutations in colorectal cancer
families is becoming more routine though it still
faces technical, economic, and ethical challenges.
As more TSG mutations are uncovered, the pos-
sibility of larger groups of the population being
defined as ‘genetically at enhanced risk’ will pose
great problems for health care but this does have
the potential benefit of focusing screening and
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preventative strategies on those populations that
will gain most benefit.

In the absence of a clear cancer family pedigree
associated with a locus, TSGs have proven notori-
ously difficult to define. This situation is probably
compounded by the level of haploinsufficiency
of a TSG. Thus, in the case of TSGs with strong
happloinsufficiency, mutations in the second
allele may not be present. The realization of the
importance of haploinsufficiency together with the
use of mouse models with chromosomal deletions
at defined loci, novel methods of gene knock down
such as small interfering RNA techniques (siRNA),
and the genome and proteome databases that are
being developed should all help to resolve these
problems rapidly.

Since TSG mutations classically represent loss of
function, superficially they do not appear to be
such good targets for the development of novel
anti-cancer drugs as oncogenic gain of function
mutations. However, an understanding of the
pathways in which TSGs act can provide such
‘druggable’ targets. TSG reactivation is an attractive
possibility in those cases where the TSG is inactiv-
ated by methylation or where the TSG gene pro-
duct’s function is blocked by the binding of
overexpressed host or viral proteins. The critical
roles of TSGs in regulating repair, cell cycle, and
apoptotic decisions also suggest that theymay act as
key determinants of the tumour cell’s relative
sensitivity to existing therapeuticmodalities such as
ionizing radiation and chemotherapy. Thus the
accurate individual profiling of the tumour may
allow a more rational and effective selection of
currently used therapies as well as the definition
of new targets for therapy development. In the
future one hopes to see cancer as a chronic disease
controlled by accurately targeted and specific

non-toxic therapies. The work on TSGs has a key
role to play in realizing that vision.
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CHAPTER 9

The cancer cell cycle
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9.1 Introduction: cell cycle events in
normal and neoplastic cells

The relationship between cell cycle progression and
tumour biology is both complex and fascinating.
The major cell cycle events of chromosomal DNA
replication in S (synthesis) phase and chromosome
segregation in mitosis (M phase) must be orches-
trated reasonably accurately if a neoplastic cell is to
proliferate to an extent that is clinically significant.
Disorderly DNA replication or uncontrolled pro-
gression through mitosis, if sufficiently extreme,
would be incompatible with cell survival, and
hence with tumour development. Like many other
aspects of cell cycle regulation, this point is clearly
illustrated by reference to model organisms such as
yeasts. In these simple eukaryotes, cell cycle pro-
gression is governed by proteins that, in many
cases, are highly conserved in human cells. Most
loss-of-function mutations in yeast cell cycle genes
cause cell cycle arrest and loss of viability. Indeed,
it was through studies of such cdc (cell division
cycle) mutants that many of the key components of
the human cell cycle were indirectly identified.
Most notable among these are the cyclin-dependent
kinases (CDKs) that control both S phase and
M phase entry (Figure 9.1).
Despite this requirement for retention of

functional cell cycle apparatus, tumorigenesis is
characterized by loss of controls that normally

restrict cell growth and proliferation. Thus, one
fundamental hallmark of neoplasia is persistent cell
cycle progression in defiance of physiological cues
that would normally signal cell cycle withdrawal.
Much of this aberrant behaviour must be explicable
in terms of the genetic lesions that drive tumour
development. Indeed, it is increasingly possible to
describe pathways that link oncoproteins and
tumour suppressors with the core cell cycle
machinery—the enzymatic apparatus that is
directly responsible for DNA replication, chromo-
some segregation and the co-ordination of these
processes. When considering such pathways it is
important to distinguish between components that
drive cell growth (hypertrophy) and those that
promote cell cycle progression itself. This is fairly
straightforward in model organisms such as yeast
and Drosophila, where cell cycle progression is
separable from, but dependent on, cell growth,
(Fantes and Nurse, 1977; Prober and Edgar, 2001).
The situation in human cells is less straightforward,
however, and prominent oncoproteins such as
MYC appear able to promote cell growth and cell
cycle progression simultaneously via distinct
pathways (Beier et al., 2000). Similarly, the tumour
suppressor RB normally functions both to restrain
cell cycle progression and, separately, to repress cell
growth (White, 1997; Classon and Harlow, 2002).

Cytogenetic examination of cancer cells shows
that they are often highly aneuploid, and this level
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of genetic instability results in part from defects in
‘checkpoint’ mechanisms that normally govern cell
cycle progression (Paulovich et al., 1997). Check-
points can be defined as genetically determined
signalling pathways that delay the execution of
certain cell cycle events until earlier events are
deemed to be complete. The mitotic spindle
checkpoint, for example, serves to delay the onset
of anaphase until the pair of kinetochores at
each centromere has made balanced and bipolar
connections to the spindle microtubules. Other
checkpoint mechanisms operate to ensure that
mitosis is not initiated until completion of DNA
replication, to inhibit either mitosis or DNA rep-
lication in response to DNA damage, or to inhibit
re-replication of DNA until mitosis has been com-
pleted. Defects in each of these checkpoint path-
ways could contribute to genomic instability, and
many such checkpoint defects have been described
in human cancers, as discussed below. It follows
that, while many aspects of the cell cycle are normal
in cancer cells, some aspects of its regulation are
flawed, with disastrous consequences.

9.2 Restriction point control
and its loss

Many of the controls that govern the transition
between quiescence and active cell cycling in
mammals operate in the G1 phase (Zetterberg et al.,
1995; Blagosklonny and Pardee, 2002). This is
particularly clear in the case of fibroblasts, which

have been intensively studied in this respect. Such
studies have identified a point of commitment in
G1 beyond which cells lose their requirement for
high levels of protein synthesis or exogenous
growth factors. Progression beyond this ‘restric-
tion’ (R) point commits a cell to enter and complete
S phase and, in most cases, the subsequent mitosis.
Cell types other than fibroblasts use closely ana-
logous mechanisms to regulate cell cycle commit-
ment. Over the past decade, the molecular details of
R point control have started to become apparent.
Broadly similar points of cell cycle commitment in
G1 have been described in yeasts, but the molecular
details of these controls are quite distinct, limiting
the usefulness of the yeast model in this case. Loss
of R point control appears to be a common, possibly
even universal step in tumour development, and a
number of genetic lesions that can contribute to this
deregulation have been identified. Together with a
wide variety of additional experimental data, these
genetic studies have led to a fairly detailed under-
standing of how mitogenic signals are integrated
during the process of cell cycle commitment.
RB, the product of the gene defective in familial

retinoblastoma (see Chapter 8), plays a central role
in R point control and is subject to regulatory
phosphorylation events that determine its ability to
interact with members of the E2F family of tran-
scription factors (Classon and Harlow, 2002). In
early G1, RB is hypophosphorylated and through its
‘pocket’ domain binds the transcriptional activation
domain of E2F proteins. This interaction neutralizes
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Figure 9.1 The interface between growth control and cell cycle control. Signal transduction pathways activated in response to diverse mitogens
and anti-proliferative cues serve either to activate or, via CDK inhibitors (CDKIs), to inhibit CDK4/6-cyclinD, which in turn phosphorylates and
inactivates RB. Hypophosphorylated RB represses transcription of genes required for R (restriction) point transit, in part through inhibition of E2F-DP
transcription factors, and represses cell growth. Mitogenic signals can also activate cell growth and E2F activity independently of CDK4/6-cyclinD.
Following cell cycle commitment, distinct heterodimeric protein kinases are required for successive cell cycle transitions as shown on the right hand
side. Both CDK2-cyclinE (and to a lesser extent cyclin A) and CDC7-DBF4 are required for the initiation of DNA replication, while CDK1/CDC2-cyclinB
(and to a lesser extent cyclin A) is responsible for M phase entry.
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the transcriptional activity of E2F, by preventing its
interaction with general transcription factors, and
tethers RB to the promoters of genes to which E2F
can bind, along with its dimerization partner DP, in
a sequence-specific manner. Known E2F/DP target
genes encode a variety of proteins with roles in cell
cycle progression, including CDK1 (otherwise
known as CDC2) and cyclins A and E. Hypopho-
sphorylated RB represses unscheduled expression
of these cell cycle regulatory genes, in part through
neutralization of E2F and in part through its capa-
city to act independently as a transcriptional
repressor once recruited to a promoter. This
repression depends partly on RB-mediated inhibi-
tion of protein kinase activity associated with the
general transcription factor TFIID, and partly on the
recruitment of histone deacetylases and interaction
with SWI/SNF proteins, with subsequent chro-
matin modification (Dunaief et al., 1994; Brehm
et al., 1998; Siegert and Robbins, 1999). Interpreta-
tion of the consequences of loss of RB function is
further complicated by its repression of Pol I- and
Pol III-dependent transcription (White, 1997). These
polymerases, which are responsible for the syn-
thesis of ribosomal and transfer RNAs, are fre-
quently found to be hyperactive in experimental
tumour models and their deregulation could play
an important role in driving cancer cell growth.
Germline mutational loss of RB plays a clear

causal role in familial retinoblastoma, and is asso-
ciated with predisposition to other tumours such as
osteosarcomas. Mutation of RB in sporadic tumours
is also well documented, but other genetic lesions
that have the effect of functionally inactivating
wild-type RB through promoting its hyperphos-
phorylation are seen more frequently. Phosphor-
ylation and inactivation of RB by heterodimeric
CDK4/CDK6-cyclinD kinases is considered cru-
cially important for R point transition (Classon and
Harlow, 2002). As with other members of the CDK
family, the activities of these kinases are limited by
cyclin availability, and cyclin D1 overexpression
helps to explain constitutive cell cycling in a num-
ber of tumour types. CDK inhibitor proteins
including p16 and p27 also have the capacity to
restrict the activities of R point-associated CDKs.
Mutational inactivation of the CDKN2A gene leads
to loss of p16 function in a wide variety of tumour
types, though the interpretation of this observation
is complicated by the fact that the same gene
encodes the ARF protein, which serves to regulate
the p53 tumour suppressor (see Chapter 8).

Decreased levels of p27 have been associated with
poor prognosis in a number of studies and result
either from mutation or, more commonly, from the
enhanced degradation of p27 by the ubiquitin-
proteasome pathway (Slingerland and Pagano,
2000). Gain of function mutations in CDK4, which
disrupt the interaction between the kinase and the
CDK inhibitor p16, provide a furthermechanism for
loss of R point control, though such mutations are
comparatively rare (Wolfel et al., 1995).

CDK4/CDK6-cyclinD kinases represent an
important interface between growth factor signal
transduction pathways and the cell cycle commit-
ment machinery. Activation of RAS-regulated sig-
nalling results in transcriptional activation of cyclin
D1, and through the RAF-MAPK pathway pro-
motes assembly of cyclin D1 with its CDK partners
(Cheng et al., 1998; Kerkhoff and Rapp, 1998).
Conversely, inhibition of epithelial cell prolifera-
tion by transforming growth factor beta (TGFb) is
associated with its activation of the p27 CDK
inhibitor and consequent inhibition of R point
progression (Polyak et al., 1994).

9.3 Initiation of DNA replication

The initiation of DNA replication is biochemically
distinct from R point transition and the two events
can be separated by several hours. Current models
of replication initiation in human cells are based
largely on data from yeast, in which many of the
key molecular components were first identified,
though important contributions have come from
in vitro DNA replication systems derived from
human cells or Xenopus eggs. Detailed reviews of
this area may be found elsewhere (Bell and Dutta,
2002; Blow and Hodgson, 2002).

Human S phase typically lasts just a few hours,
and in cells such as activated T lymphocytes, DNA
replication can be even faster. In order that the entire
genome can be replicated within this time frame, a
large number (perhaps tens of thousands) of bi-
directional origins must be established and fired in
an orderly fashion, such that each DNA sequence is
normally copied once, but only once, per cell cycle.
Origins of replication are defined by the primary
DNA sequence in the budding yeast Saccharomyces
cerevisiae, but this is not the case in metazoan cells
where higher order structure such as chromatin
looping is probablymore important for determining
origin position. Nonetheless, the events leading to
origin firing follow a common pattern in yeast and

158 C E L L U LAR AND MOL ECU LAR B I O LOGY O F CANCER



human cells, and consist of the sequential assembly
of amulti-protein pre-replication complex (PRC), its
modification by regulatory protein kinases and the
subsequent recruitment of the DNA replication
machinery itself. Different parts of the genome are
replicated at characteristic times during S phase,
reflecting the sequential activation of defined sets of
origins as replication proceeds.

Potential origins of replication are marked by a
conserved hexameric origin recognition complex
(ORC), to which the proteins CDC6 (an ATPase)
and CDT1 are recruited. These then permit the
ATP-dependent loading of a second hetero-
hexameric complex consisting of proteins MCM2-7,
completing the assembly of the PRC and estab-
lishing a state of replication competence or ‘licens-
ing’. It is likely that the MCM hexamer proteins
together constitute the helicase activity required for
origin unwinding. Activation of the PRC requires
the activity of two heterodimeric protein kinases:
the S-phase CDK (S-CDK) and CDC7/DBF4 (DBF4-
dependent kinase or DDK). The B-type CDKCdc28-
Clb performs the S-CDK role in S. cerevisiae,
whereas in metazoan cells S-phase promoting
activity is provided by CDK2-cyclinE and CDK2-
cyclinA. Both S-CDK and DDK promote origin
unwinding, recruitment of replicative DNA poly-
merases and their accessory subunits, initiation of
daughter strand synthesis and PRC disassembly.
Important intermediate steps include the S-CDK/
DDK-dependent recruitment of CDC45, a putative
MCM2-7 cofactor that may be required for activa-
tion of their helicase activity. Efficient recruitment
of CDC45 also depends on the MCM10 protein,
which binds to the nascent origin in a CDK- and
DDK-independent manner (Wohlschlegel et al.,
2002). The key substrates of DDK in origin activa-
tion appear to be the MCM2-7 proteins, while those
of S-CDK have yet to be clearly identified.

Licensing of origins must be tightly regulated if
initiation from each is to be limited to once per cell
cycle. The key to this aspect of cell cycle control lies
in the dual action of CDKs, which both trigger rep-
lication and inhibit origin re-licensing (Blow and
Hodgson, 2002). CDT1 levels, like those ofmany key
regulatory proteins, are normally held in check by
substrate-specific ubiquitin conjugation, which tar-
gets proteins for proteolysis by the proteasome, a
large multi-catalytic protease complex. CDK-
dependent phosphorylation promotes the CDC4-
dependent ubiquitinylation of CDT1, and hence its
degradation, as well as nuclear export of CDC6.

TotalCDKactivity is normallydramatically reduced
on exit frommitosis (see below) and it is only during
the interval between mitotic exit and activation
of G1- and S-CDKs that CDK activity is low enough
to allow nuclear CDT1 and CDC6 to license origins.
After the initiation of replication, competence
at any given origin can therefore normally be
re-established only following progression through
mitosis. Metazoans, including humans, have a sec-
ond, parallel mechanism of licensing control in
which the geminin protein tightly binds and
sequesters CDT1. During progression through
mitosis, geminin is marked for proteolysis by a
ubiquitin ligase termed the anaphase-promoting
complex/cyclosome (APC/C), thus freeingCDT1 to
perform its licensing role until geminin levels are
restored. Origin licensing is generally limited to
actively proliferating cells, and is not seen in qui-
escent populations. Recruitment of ORC compo-
nents and other proteins of the PRC may therefore
provide a biochemical distinction between G1 and
G0, a term applied rather loosely to cells that have
left the cycling compartment for a protractedperiod.
DNA replication can be deregulated during

tumorigenesis through unscheduled expression of
cyclinE-dependent CDK activity. Cyclin E over-
expression in tumours or cancer cell lines can result
from a variety of mechanisms, including mutation
of the CDC4 protein that comprises part of the SCF
ubiquitin ligase that targets cyclin E for proteolysis
(Strohmaier et al., 2001). The consequent dereg-
ulation of CDK2-cyclinE activity could contribute
to tumour development at two levels; first, preco-
cious cell cycle commitment and origin firing (since
experimental cyclin E overexpression can counter-
act RB-induced cell cycle arrest and drive cells into
S phase) and secondly, induction of genomic
instability (Spruck et al., 1999). The lattermay reflect
inappropriate partial inhibition of replication
licensing, with chromosome breakage resulting
as an indirect consequence of incomplete DNA
replication, followed by progression into mitosis.

9.4 Completion of DNA replication

Following DNA replication, the newly generated
sister chromatids remain associated in a pseudo-
parallel fashion through the action of the multi-
protein complex cohesin (Nasmyth et al., 2000).
Cohesin includes among its constituents SMC1 and
SMC3 (structural maintenance of chromosomes),
which like other proteins of the SMC family are
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capable of forming extended coil structures with
globular ATPase head domains. This cohesion
between sisters is thought to be important for the
provision of an undamaged template for homo-
logous recombinational DNA repair (HRR). Recent
studies of yeast cohesin have established that three
of its subunits are capable of forming a ring struc-
ture that might physically encircle the two sisters,
and through which the entire replication fork could
conceivably pass. Such an arrangement would
provide a ready explanation for the essential link
between replication and the establishment of
cohesion (Gruber et al., 2003). HRR provides the
possibility of error-free repair of double-strand (ds)
DNA breaks induced by ionizing radiation (IR), but
is thought to be of equal or greater importance in
the recovery of stalled replication forks. Data from
a variety of experimental models suggest that DNA
helicases of the RecQ family play a part in this
aspect of S phase completion (Hickson, 2003). The
importance of this process for the maintenance of
genomic stability is underlined by the con-
sequences of germ line mutation of the gene
encoding the RecQ-like helicase BLM in Bloom’s
syndrome. This syndrome is characterized by
growth retardation, increased incidence of a wide
variety of cancers and, at the cellular level,
increased levels of mitotic recombination between
sister chromatids. Consistent with a role for BLM in
the completion of DNA replication, cells from
Bloom’s syndrome patients have a characteristic-
ally extended S phase in culture.

9.5 Checkpoint responses to DNA
damage in G1 and S phase

The presence of DNA lesions such as strand
breaks, UV photoproducts and cross-links clearly
complicates the mechanics of DNA replication and
may result in replication-induced chromosomal
damage and/or the irretrievable fixation of new
mutations. For these reasons, checkpoint pathways
have evolved that have the capacity to detect DNA
lesions, to delay S phase entry or the firing of ori-
gins at which replication has not yet begun, or to
stabilize stalled replication forks.
The p53 tumour suppressor is a key component

of the pathway that operates in G1 cells to delay
S phase entry in response toDNAdamage (Kuerbitz
et al., 1992). The abrupt increase in p53 level that
normally results from DNA damage is largely

attributable to the inhibition of p53 degradation by
the ubiquitin-proteasome pathway. After induction
of dsDNA breaks, p53 stabilization requires the
activity of the ATM protein kinase, which is
mutated in the cancer-prone disorder ataxia–
telangiectasia (A-T) and which plays a pivotal
role in several cellular responses to such damage
(Lu and Lane, 1993; Shiloh, 2001). Once stabilized,
tetrameric p53 is able to act as a transcription factor,
and p53-driven transcription of the CIP1/WAF1
gene encoding the p21 CDK inhibitor plays a major
role in DNA damage-induced G1 arrest (Sherr and
Roberts, 1999). In comparison with other CDK
inhibitors, p21 has a broad specificity, such that it
can suppress both R point transit and replication
origin firing. It is difficult to assess the importance
of loss of the G1 DNA damage checkpoint in
tumorigenesis. Although germline defects in either
p53 or ATM confer cancer predisposition, each of
these proteins has additional roles outside the G1
checkpoint pathway. Similarly, cells from mice
lacking p21 have a severe G1 checkpoint defect, but
the fact that these animals are not inherently cancer
prone could derive from a secondary function of
p21 in inhibiting apoptosis.

Asynchronous populations of fibroblasts exposed
to IR exhibit a characteristic rapid decrease in DNA
synthesis. This decrease principally reflects the
inhibition of further origin firing in cells that are
already in S phase, with minor contributions com-
ing from inhibition of the G1-S transition and,
potentially, the slowing of active replication forks.
Cells from patients with any one of several auto-
somal recessive genetic disorders characterized by
radiosensitivity and/or cancer predisposition fail
to reduce DNA replication after IR-induced dam-
age and hence are said to exhibit ‘radioresistant
DNA synthesis’ (RDS). These syndromes include
A-T, Nijmegen breakage syndrome and an A-T-like
disorder, which result from mutations in the ATM,
NBS1 andMRE11 genes, respectively (Vessey et al.,
1999). The corresponding proteins have been
identified as components of ‘intra-S phase’ check-
point signalling pathways, explaining the charac-
teristic RDS phenotype. These data have been
combined with information from the yeast models,
in which many aspects of the cell cycle responses to
DNA damage are conserved, to generate a detailed
picture of the intra-S checkpoints that operate in
human cells (Figure 9.2).

The ATM protein kinase is representative of a
group of large (�350 kDa) PI3-kinase-like enzymes
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with central roles in checkpoint signalling in all
eukaryotes. In this regard the other significant
member of this family in human cells is ATR (ATM
and Rad3-related), which acts independently of
ATM to promote S phase delay after replication
fork stalling or DNA damage (Shiloh, 2001). These
kinases occupy apical positions in checkpoint
pathways and presumably act either as damage
sensors or in close association with such sensors.
ATM and ATR are activated in response to differ-
ent categories of DNA damage and inhibit origin
firing via parallel pathways (Figure 9.2). Inactive
ATM is largely sequestered in a pool of dimeric
or multimeric protein; in response to dsDNA
breaks this pool undergoes intermolecular auto-
phosphorylation at Ser1981 prior to the release
of active, monomeric ATM (Bakkenist and Kastan,
2003). Activation of ATR, which may involve ana-
logous autophosphorylation, occurs specifically in
response to DNA lesions of a partially single-
stranded character and only after the single-
stranded portions of such lesions have been coated
by replication protein A (RPA), which performs
a similar single-strand binding function during

origin unwinding (Costanzo et al., 2003). Down-
stream from ATM, a relatively well-defined path-
way culminates in the inhibition of CDK2-cyclinE
activity and hence inhibition of origin firing
(Costanzo et al., 2000). Understanding of this
pathway was guided in part by the earlier descrip-
tion of S phase checkpoint pathways in fission
yeast, where the ATM/ATR-like kinase Rad3 acti-
vates the downstream effector protein kinase Cds1.
In human cells ATM activates the Cds1 homologue
CHK2, which in turn phosphorylates the CDC25A
phosphatase and targets it for degradation by the
ubiquitin-proteasome pathway. Like other CDKs,
CDK2 is subject to inhibitory phosphorylation at
adjacent threonine and tyrosine residues in its
ATP-binding cleft. Since CDC25A can reverse
this inhibitory phosphorylation of CDK2, ATM
activation promotes stabilization of CDK2 in its
phosphorylated, inactive state and hence blocks
origin firing at a point prior to CDC45 loading.
Recent data suggest that, surprisingly, ionizing
radiation-induced CHK2 activation is dependent
on its association with the mismatch repair
(MMR) protein MSH2, while ATM is activated in

ATM CHK2

CDC25A destruction

CDK2-cyclinE inactivation

Inhibition of CDC45 loading
SMC1

Inhibition of origin firing

RPA RPARPA

ATR-ATRIP

Inhibition of CDC7– 
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CHK1

UV/topo 
inhibitors
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Figure 9.2 Intra-S phase checkpoint responses to DNA damage. ATM is central to the responses to dsDNA breaks (left). ATM interacts with
MLH1, a MMR protein that may also serve to detect structures other than mismatched bases. At or near to the site of the DNA lesion, activated
ATM phosphorylates the variant histone H2AX, which is then bound by MDC1 and NBS1. The NBS1–MRE11–RAD50 complex transmits a
checkpoint signal via the cohesin protein SMC1, to inhibit origin firing by an as yet undetermined mechanism. NBS1 and SMC1 are also substrates
of ATM. A parallel pathway downstream from ATM inhibits origin firing by promoting the inactivation of CDK2-cyclinE. This depends on the
activation of CHK2, which may be brought into contact with ATM through its association with the MMR protein MSH2. Further substrates of
ATM and protein–protein interactions (see Table 9.1) are omitted in the interests of clarity. Partially single stranded structures, including stalled
replication forks and structures generated by nuclease-mediated processing of primary lesions, are coated in the single-strand binding protein
RPA and then can activate ATR (right). ATR can phosphorylate H2AX, and inhibits CDC45 loading independently of CDK2-cyclinE by preventing
the association between CDC7 and its activating subunit DBF4. In addition, activation of ATR by UV or topoisomerase (topo) inhibitors leads
to CHK1 activation and suppression of CDC25A activity.
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an MMR-independent fashion but binds to MLH1
(Brown et al., 2003). The implication is that, as well
as being required for the repair of base mis-
matches, the MMR proteins perform further func-
tions both in the recognition of dsDNA breaks and
as a scaffold upon which ATM can be brought into
contact with CHK2, one of its key substrates.
In fission yeast the ‘checkpoint Rad’ proteins

Hus1 and Rad1, 3, 9, 17, and 26 are essential for all
checkpoint responses to DNA damage and inhibi-
tion of DNA replication (Carr, 1997). In mammalian
cells each of these proteins is conserved and is
involved in checkpoint signalling, though the divi-
sion of labour among them is more complex. Except
for Rad3/ATM/ATR and the Rad3 accessory
protein Rad26, which is conserved in human cells
as ATRIP (Cortez et al., 2001), these checkpoint
components are all structurally related to proteins
involved in DNA replication. RAD1, RAD9, and
HUS1 are related to the DNA polymerase sliding
clamp proliferating cell nuclear antigen (PCNA),
while RAD17 resembles subunits of replication
factor C (RFC). These sequence similarities reflect
physical associations, as RAD1, RAD9, and HUS1
are found together in a complex termed ‘9-1-1’
(St. Onge et al., 1999), while RAD17 is associated
with authentic RFC subunits on chromatin
(Lindsey-Boltz et al., 2001). During DNA replica-
tion, RFC loads PCNA onto chromatin; similarly
RAD17, in association with conventional RFC sub-
units, appears to load the 9-1-1 complex onto DNA
in response to DNA damage (Roos-Mattjus et al.,
2002; Zou et al., 2002). The 9-1-1 complex is thought
to form a sliding clamp which has the dual purpose
of checkpoint signalling and recruiting DNA
repair enzymes. Localization of 9-1-1 to sites of
DNA damage occurs independently of ATM/ATR,
though both are required for normal levels of res-
istance to genotoxins. In mice, HUS1 (and, by
implication, the 9-1-1 complex) is required for the
intra-S phase response to bulky DNA adducts,
but not to IR (Weiss et al., 2003). ATR and its
downstream effector CHK1 play leading roles in
checkpoints activated by UV, including the intra-S
checkpoint (Heffernan et al., 2002). CHK1 has
the capacity to inhibit CDC25 phosphatases directly
by phosphorylation, or by promoting their cyto-
plasmic sequestration by 14-3-3 proteins, as well
as by targeting them for ubiquitin-dependent
degradation.
A number of additional mediators of DNA

damage checkpoint signalling have been identified

in recent years (Table 9.1). Several of these
are relocalized in an ATM-dependent fashion to
nuclear foci that probably represent sites of prim-
ary damage and also contain proteins such as
RAD51 that are implicated in recombinational
DNA repair. The details of this damage-dependent
intranuclear redistribution of proteins are only
beginning to emerge, but the process is clearly
important for the appropriate orchestration of
DNA repair and checkpoint responses. An early
event appears to be phosphorylation of the histone
variant H2AX by ATM and/or ATR at sites of
damage, and the subsequent recruitment of NBS1
and MDC1 (mediator of damage checkpoint),
which bind to H2AX via their forkhead-associated
(FHA) domains. NBS1 and MRE11 are capable of
stably associating with the SMC protein RAD50
and ATM specifically phosphorylates NBS1 after
activation in response to dsDNA breaks. The
NBS1–MRE11–RAD50 complex transduces the
signal downstream to inhibit origin firing by a
route that, in contrast to the CHK2 pathway,
does not result in inhibition of CDC45 loading
(Falck et al., 2002). The effector mechanism of this
pathway is not yet clearly defined but intriguingly,
one component appears to be the SMC1 cohesin
subunit. SMC1 phosphorylation by ATM is
required for intra-S checkpoint activation in
response to IR and depends on prior phosphor-
ylation of NBS1 (Kim et al., 2002; Yazdi et al., 2002).
Yet another route to inhibition of origin firing
operates downstream from ATR and culminates
in the inhibition of association between CDC7
and DBF4 without inhibition of CDK2 (Costanzo
et al., 2003).

Many of the components of the intra-S check-
point pathway, including ATM, NBS1, MRE11,
RAD50, MSH2, and MLH1, co-purify with the
BRCA1 protein in what has been termed the
BRCA1-associated genome surveillance complex
(BASC) (Wang et al., 2000). BRCA1, first identified
through its loss of function in familial breast and
ovarian cancer, is also relocalized to nuclear foci
after DNA damage, in a manner that depends on
H2AX and the p53-interacting protein 53BP1. The
latter is one of several checkpoint components
that, like BRCA1, contain a protein–protein inter-
action motif called the BRCA1 carboxyl-terminal
repeat (BRCT). SMC1 was not identified as a com-
ponent of the BASC, but is also BRCA1-associated.
It is tempting to speculate that the BASC, as
its name suggests, represents a multifunctional
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super-assembly of proteins capable of detecting
DNA lesions and facilitating both checkpoint
activation and DNA repair.

The replication factor RF-C and the BLM helicase
are also BASC components, suggesting that the
DNA structures sensed may extend to those gen-
erated at stalled replication forks. Consistent with
this notion, after inhibition of DNA replication
BRCA1, BLM, and the NBS1–MRE11–RAD50
complex are relocalized to foci containing PCNA
(Wang et al., 2000). Partial inhibition of DNA
replication results in the generation of fragile
sites—gaps or breaks that appear at characteristic
chromosomal positions in the subsequent mitotic
metaphase. Recent findings suggest that ATR plays

an important role in protection against the forma-
tion of these chromosome lesions, which probably
contribute to chromosomal instability in tumor-
igenesis (Casper et al., 2002). Loss of ATR function
results in the constitutive expression of fragile sites,
even in the absence of replication inhibitors, sug-
gesting that ATR (which is not a BASC component)
may be targeted by RPA to stabilize stalled rep-
lication forks during normal S phase. Indeed, a
function in replication fork stabilization has
been directly demonstrated for the ATM/ATR
homologue Mec1 in budding yeast (Tercero and
Diffley, 2001). Yet another function of ATR is to
transmit a mitosis-inhibitory checkpoint signal,
which also requires BRCA1, when sister chromatid

Table 9.1 Intra-S DNA damage checkpoint components acting downstream from ATM/ATR

Proteina Associates with Phosphorylation Effect of loss of function Structural motif(s) References

H2AX NBS1, MDC1 By ATM/ATR at
Ser139

Genomic instability,
radiation sensitivity

Variant histone Ward and Chen (2001),
Burma et al. (2001),
Celeste et al. (2002),
Kobayashi et al. (2002)

CHK2 MDC1, MSH2 By ATM at Thr68;
MSH2/MLH1-and
53BP1-dependent

RDS, predisposition to
osteosarcomas

Forkhead associated
(FHA), protein
kinase

Costanzo et al., 2000,
Miller et al., 2002,
Chaturvedi et al., 1999

MSH2 Other MMR proteins,
CHK2

? RDS; MMR deficiency;
hereditary non-polyposis
colorectal cancer
(HNPCC)

MutS family Brown et al., 2003

MLH1 Other MMR proteins,
ATM

? RDS; MMR deficiency;
HNPCC

MutL family Brown et al., 2003

NBS1 MRE11, RAD50,
BRCA1, H2AX

By ATM at Ser343 Nijmegen breakage
syndrome; RDS

BRCT, FHA Falck et al., 2002,
Lim et al., 2000

MRE11 NBS1, RAD50, BRCA1 NBS-dependent AT-like disorder; RDS - Dong et al., 1999,
Stewart et al., 1999

RAD50 NBS1, MRE11, BRCA1 ? Chromosomal instability,
cancer predisposition
(hypomorphic
mouse mutant)

SMC Bender et al., 2002

BRCA1 NBS1, MRE11, RAD50,
ATM, SMC1, 53BP1,
BRCA2

By ATM at Ser1423 Familial breast and
ovarian cancer; RDS
(hypomorphic mutant)

BRCT Zhong et al., 1999,
Cortez et al., 1999

53BP1 p53, CHK2, BRCA1 ATM-dependent Partial RDS (siRNA);
reduced phosphorylation
of CHK2 and BRCA1

BRCT Anderson et al., 2001,
Ward et al., 2003

MDC1 CHK2 (phosphorylated
at Thr68), NBS1,
MRE11, RAD50, H2AX

ATM- and
CHK2-dependent

RDS (siRNA) BRCT, FHA Lou et al., 2003,
Goldberg et al., 2003,
Stewart et al., 2003

SMC1 Other components of
cohesin; BRCA1

By ATM at Ser957
and Ser966;
NBS1-and
BRCA1-dependent

RDS (phosphorylation
site mutant)

SMC Yazdi et al., 2002,
Kim et al., 2002

a Mutations in genes encoding the components in bold type cause human cancer predisposition.
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decatenation is prevented by inhibition of DNA
topoisomerase II (Deming et al., 2001).

9.6 From G2 to mitotic metaphase

Several cell types can withdraw from the cycle for
protracted periods between the S and M phases,
while others proceed directly from S to M with no
G2 lag (Norbury and Nurse, 1992). In most actively
proliferating somatic cells, however, G2 is a period
during which inactive CDK1/CDC2-cyclinA/B
heterodimers are accumulated in preparation for
their dramatic activation at the onset of mitosis.
CDK1/CDC2 activation was recognized in the late
1980s as a universal, highly conserved and rate-
limiting feature of entry into mitosis (Nurse, 1990).
Cyclins B1 and B2 accumulate in somatic cells in G2
due to a combination of transcriptional activation
and the inactivity of the APC/C ubiquitin ligase
that targets B cyclins for destruction in other cell
cycle phases. Though transcriptionally repressed in
quiescence, the CDK1/CDC2 catalytic subunit is,
by comparison, very long-lived and expressed
at fairly constant levels in proliferating cells.
CDK1/CDC2-cyclinA/B heterodimers are subject
to constitutive activating phosphorylation by CDK-
activating kinase at Thr161, and inhibitory phos-
phorylation at Thr14 and Tyr15 (Morgan, 1995).
The inhibitory phosphorylation is carried out by
the protein kinases WEE1, which is nuclear, and
MYT1, which is predominantly associated with
cytoplasmic membranes. Members of the CDC25
family of phosphatases remove the inhibitory
phosphates from Thr14 and Tyr15. The abrupt
activation of CDK1/CDC2-cyclin A/B is achieved
by the concerted inhibition of WEE1 andMYT1 and
activation of CDC25C and is responsible for initi-
ating all of the major events of mitosis, including
disassembly of the nuclear envelope and Golgi
apparatus, chromosome condensation and spindle
assembly (Nelson, 2000; Mitchison and Salmon,
2001; Gonczy, 2002). CDK1/CDC2-cyclinB hetero-
dimers are assembled in the cytoplasm and are first
activated at the centrosomes at the beginning of
mitotic prophase. CDK1/CDC2-cyclinA activity
appears slightly earlier and appears to play a
priming role (Jackman and Pines, 1997; den Elzen
and Pines, 2001; O’Farrell, 2001; Jackman et al.,
2003). An emerging theme is that CDK-cyclin loc-
alization, rather than inherent substrate specificity,
plays a primary role in determining the distinctive
biological functions of these kinases. Thus cyclin B1

is capable of promoting S phase entry in experi-
mental systems, but only if it is relocated from the
cytoplasm to the nucleus (Moore et al., 2003). In line
with the idea that reasonably orderly progression
through mitosis is required for continued prolif-
eration, there is so far no indication that mutations
directly affecting CDK1/CDC2 regulation can play
a part in tumorigenesis.

9.7 Checkpoints controlling
mitotic entry

Since the consequences of CDK1/CDC2 activation
are so dramatic, it is understandably the target of
checkpoint pathways that prevent mitotic entry
under inappropriate circumstances. Extensive
overlap exists between the checkpoint pathways
that inhibit mitotic entry and some of those that act
within S phase. ATR and CHK1, for example, are
essential for the S-M checkpoint that inhibits
CDK1/CDC2 activation when DNA is incomple-
tely replicated (Guo et al., 2000), while ATM and
CHK2 contribute to the delay in mitotic entry that
results from exposure to IR in G2. Here too there is
an important role for BRCA1, which is required for
CHK1 activation and G2 arrest after DNA damage
(Yarden et al., 2002). CHK1 activation was also
implicated in a checkpoint activated in response to
CDC6 overexpression, and this mechanism may
play a part in S-M checkpoint control under
physiological conditions (Clay-Farrace et al., 2003).
RAD17 is also required both for ATR-dependent
checkpoint activation and for general chromosomal
stability (Wang et al., 2003). The checkpoint path-
ways that delay origin firing and mitotic entry
therefore share common lesion-sensing mechan-
isms and signal transducers and a major effector
mechanism in each case is the inhibition of CDC25
activity. Notably excluded from this extensive
overlap is the 9-1-1 complex, which does not seem
to have a major role in inhibiting mitotic entry in
mammalian cells (Weiss et al., 2003).

The duration of DNA damage-induced G2 delay
is generally greater in the presence of functional p53.
The effects of p53 on the G2 DNA damage check-
point appear to operate in parallel with, and largely
independently of, the ATM/ATR pathways. The
relevant p53 effectors appear to be p21, which des-
pite having a comparatively low affinity for CDK1/
CDC2 can still inhibit its biological activity, and
14-3-3s, which is also transcriptionally induced by
p53 and serves to sequester CDK1/CDC2-cyclinB in
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the cytoplasm (Hermeking et al., 1997; Bunz et al.,
1998; Winters et al., 1998).

9.8 Centrosome duplication and the
maintenance of ploidy

Orderly duplication of the centrosome, which
forms the basis for bipolar spindle formation in M
phase, is fundamentally important for the main-
tenance of stable ploidy and is frequently deregu-
lated in neoplasia, where multipolar mitoses are
commonplace (Doxsey, 2002). An important
advance in this area was the discovery that CDK2-
cyclinE activity drives centrosome duplication
through phosphorylation of nucleophosmin, a
protein selectively associated with unduplicated
centrosomes (Okuda et al., 2000). In this way,
establishment of a bipolar spindle is normally
linked to prior progression through S phase; pro-
motion of multipolar mitoses could also help
to explain the chromosomal instability seen fol-
lowing cyclin E deregulation (Spruck et al., 1999).
An additional role for p53 in regulation of centro-
some duplication has been described and this
could involve p53-induced p21 expression
with consequent downregulation of CDK2-cyclinE
(Fukasawa et al., 1996). An alternative explanation
is that centrosome amplification results indirectly
from failure to complete mitosis and consequent
tetraploidy (Meraldi et al., 2002), though it is not
clear why such defects should be more frequent in
the absence of functional p53. The normal regula-
tion of human centrosome behaviour also requires
the survivin protein, which has an additional
function as an inhibitor of apoptosis (Li et al., 1999).

9.9 The metaphase–anaphase
transition and exit from mitosis

The transition between metaphase and anaphase
marks the point of no return in mitosis, and its
accurate execution is fundamentally important for
maintenance of diploidy. Anaphase separation of
the chromosomes towards the spindle poles is
normally only possible once each pair of sister
centromeres, via the attached kinetochore com-
plexes, has achieved bipolar attachment to spindle
microtubules emanating from opposite poles. Loss
of attachment of a single kinetochore is sufficient to
block anaphase onset completely (Rieder et al.,
1995). Evidence for the genetic control of this

spindle checkpoint, and identification of some of
the key players, came from studies of budding
yeast bub (budding uninhibited by benomyl) and
mad (mitotic arrest defective) mutants, which lack
this checkpoint and hence fail to arrest mitotic
progression in the presence of spindle poisons
(Millband et al., 2002). Once again, the yeast model
accurately predicted the overall organization of the
corresponding mechanism in human cells. The
ultimate target for this checkpoint is the APC/C
ubiquitin ligase, which is responsible not only for
targeting mitotic cyclins for destruction but also for
initiating anaphase by indirectly promoting the
proteolysis of the SCC1/RAD21 component of
cohesin, thus allowing sister chromatid separation
(Nasmyth et al., 2000). Cleavage of the cohesin
subunit is performed by the protease separin and it
is securin, a negative regulator of separin, that is
subject to APC/C-dependent ubiquitinylation
(Figure 9.3). The potential importance of this
pathway in cancer was underscored by the finding
that loss of securin caused deregulated separin
activity and chromosomal instability in human
cells (Jallepalli et al., 2001).
Heterodimeric complexes MAD1–MAD2, BUB1–

BUB3, and BUBR1–BUB3 are recruited indepen-
dently to kinetochores. In the absence of spindle
tension and/or kinetochore–spindle attachment,
the BUB3 andMAD1 proteins interact and generate
a rapidly diffusible anaphase inhibitory signal in
the form of MAD2, BUB3, and BUBR1 themselves,
which bind to the CDC20 component of the APC/C
and inhibit its activity. Bipolar attachment of the
last pair of kinetochores and establishment of
spindle tension allow this signal to decay, relieving
the inhibition of the APC/C and triggering both
cyclin B destruction and anaphase onset. Early
indications that mutations in spindle checkpoint
genes might be frequent in human cancer have not
been substantiated, suggesting that this is another
area of cell cycle regulation that is usually strin-
gently controlled, even in neoplastic cells. Pole-
ward chromosome movement is driven by
kinetochore- and spindle pole-associated kinesin-
like ATPases and, once completed, this is usually
followed by the actin-dependent constriction of the
cell and cytokinesis (Glotzer, 2001). The residual
spindle midbody probably determines the site
of this constriction but the details of this process
in human cells are currently unclear. General
phosphatase activities reverse mitotic phosphoryl-
ation events, allowing the assembly of nuclear

T H E CANCER C E L L C YC L E 165



envelopes around the new daughter nuclei and
re-establishment of the interphase state.

9.10 Cell cycle proteins as prognostic
markers and drug targets

The hope that a detailed understanding of the cell
cycle might ultimately allow improvements in the
management of cancer is gradually becoming more
realistic. The studies reviewed in this chapter have
identified a number of proteins that are expressed
exclusively in proliferating cells. Several of these,
including CDK1/CDC2, cyclin B, MCM2-7 and
CDC6, may provide valuable proliferation markers
with better discriminatory potential than, for
example, Ki67, which is in widespread use
although its biological function is unclear. Indeed,
antibodies against CDC6 or MCM5 have been used
for the sensitive detection of pre-malignant cells in
cervical smears and for the detection of urothelial
carcinoma cells in urine (Williams et al., 1998;
Stoeber et al., 1999).
Might our understanding of cell cycle control

also lead to the development of cytotoxic drugs
with increased selectivity for neoplastic cells?
Major efforts are currently being directed at the
development of small molecule CDK inhibitors,
even though it is not immediately apparent how
these could selectively arrest cell cycle progression
in cancer cells while sparing other proliferating
populations. In fact, inhibitors targeting CDK2
have encouragingly selective cytotoxicity towards
cancer cell lines, possibly because CDK2 inhibition

in cells with deregulated R point control leads to
the accumulation of active E2F transcription factors
that can drive apoptotic death (Chen et al., 1999).
Indeed, a more direct approach might be to target
the most general distinctions between the cycles of
cancer cells and their normal counterparts, namely
R point deregulation and loss of p53 function.
Inhibition of the residual G2 checkpoint function in
p53-deficient cells, for example by inhibiting ATM/
ATR or CHK1/CHK2 activities, can promote cell
death following DNA damage, presumably as a
result of mitotic entry in the presence of unrepaired
strand breaks (Dixon and Norbury, 2002). Cells
retaining p53-dependent G2 checkpoint pathways
are comparatively resistant to the combination of
limited DNA damage and inhibition of checkpoint
kinases. This and related strategies look impressive
on paper; it will be interesting to see how this
promise holds up in the clinic.
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10.1 Introduction

The development of cancer is a multi-step process,
with the result that the cells of malignant tumours
contain a number of superimposed heritable
alterations that have accumulated in a neoplastic
lineage over a protracted period of time (Newbold,
1985). The process by which this is thought to
occur, known as ‘clonal evolution’, involves the
repeated selection and succession, due to growth
advantage, of variant cells that exhibit greater fit-
ness to survive and proliferate in a particular
environment (Figure 10.1). Malignant tumours are
thus viewed as continually evolving populations of
cells that can adapt to multiply in new sites distant
from the primary growth. The life-threatening
nature of cancer in humans, including the devel-
opment of resistance to cytotoxic chemotherapy, is
due almost entirely to this potential for unfettered
somatic cell evolution.
For cancer to arise via clonal evolution, three

basic requirements need to be met: (1) the initial

step which sets in motion the whole train of events
must allow a cell to compete effectively in terms
of proliferation with its neighbours, (2) there
must be a sufficiently high level of genetic (and
possibly epigenetic) variability within the evolving
lineage to permit rare variants to arise, and (3) the
evolving clonal cell population must possess a very
large reserve capacity for cell division, which
means that in many instances the neoplastic clone
will be immortal.

This chapter is concerned with what is currently
known about the significance of cellular immorta-
lization as a key event in carcinogenesis and will
discuss several topics: the molecular mechanisms
underlying cellular senescence; the importance of
replicative senescence as a tumour suppressive
mechanism in normal cells and how this is bypassed
during immortalization/malignant transformation;
and the role of telomerase in maintaining cellular
immortality and the potential value of telomerase as
an anti-cancer target.
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10.2 Historical perspective: early
studies on the replicative lifespan of
cells in culture

Observations made over 40 years ago (Hayflick and
Moorhead, 1961) on the replicative potential of
normal human cells (fibroblasts) explanted and
grown as monolayers in tissue culture revealed that
they possess an intrinsically programmed limit
(now known as the ‘Hayflick limit’) to their capa-
city for proliferation that, even after a substantial
healthy period of cell division, leads to permanent
growth arrest (replicative senescence). In sharp
contrast, cell cultures derived from the dis-
aggregation of human cancer tissues, once suc-
cessfully established in vitro, are often immortal.
Before the advent of sophisticated molecular bio-
logical techniques it was not possible to demon-
strate convincingly that cellular immortalization is
associated with the development of human cancer,
and it was often argued that the phenomenon
represents a cell culture artefact. Furthermore,
many human carcinomas (e.g. those developing
from breast and prostate epithelia) were (and
remain) very difficult to establish in culture, pre-
venting any meaningful assessment of the prolif-
erative potential of their constituent malignant
cells. Tissue transplantation studies in inbred
laboratory mouse strains, aimed at demonstrating
limited proliferative capacity in serially transferred

normal cells, proved inconclusive because of the
ever-present possibility for cellular material to be
damaged during transplantation.
In a series of important studies in the early 1980s

with cultures of normal diploid rodent fibroblasts,
experimental evidence was obtained that an
immortal phenotype could actually be induced as a
rare event following treatment with powerful
chemical and physical carcinogens (Newbold,
2002). Only after immortalization were the cells,
either spontaneously or after additional carcinogen
treatment, able to undergo progression to a malig-
nant phenotype. Moreover, immediately after the
first human oncogenes (e.g. Ha-rasV12) had been
cloned, it was found that such oncogenes could
exert their powerful transforming effects only if
transfected into cells that had previously been
immortalized. Surprisingly, transfection of normal
rodent cells with the Ha-rasV12 oncogene induced
premature senescence rather than malignant
transformation, an observation that has been
reproduced recently in primary human fibroblasts
(Drayton and Peters, 2002). Independent studies
performed at about the same time showed that
rat fibroblasts could be fully transformed by
co-transfection of ras with either a myc oncogene or
the gene encoding the large-T antigen of simian
virus (SV) 40, suggesting that combinations of
oncogenes may be needed for immortalization and
malignant transformation.

Accumulated mutations/epigenetic alterations

21 3

24 pd 72 pd48 pd 96 pd

107 cells 107 cells 107 cells 107 cells

Cumulative population doublings (pd)

Rare 
event 1

Rare 
event 2

Rare 
event 3

Figure 10.1 Clonal evolution lies at the heart of the process of cancer development in humans. Assuming a mutation (or epigenetic variant)
frequency in a given cancer-related gene (e.g. tumour suppressor gene) of around 10� 7/cell division, the simplified model shown here indicates
that a very large intrinsic cellular proliferative capacity is required to introduce more than a single mutation in an evolving clone of neoplastic cells.
The model assumes that mutants/variants possess an increasing selective growth advantage over their counterparts. It is generally accepted that
development of the common human carcinomas requires at least 5 or 6 of such rounds of mutation and clonal succession, and in many cases
probably more. Therefore, an evolved mechanism limiting the proliferative capacity of somatic cells in vivo (e.g. via telomerase repression—see
text) would be expected to provide us with a powerful protective barrier against cancer.
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The susceptibility of human cells to immortal-
ization, compared with that of rodent cells under
similar conditions, was also comprehensively
investigated at this time. Human cells usually
proved refractory to immortalization by carcino-
gen treatment, even after repeated exposure to
some of the most powerful known mammalian
cell mutagens or clastogens. However, it was
also demonstrated that variants displaying the
anchorage-independent phenotype (a good marker
for malignancy in fibroblasts) could be readily
induced by exposure to such carcinogens. Trans-
planted into athymic mice, such variants produced
small tumours whose growth was found to be
limited by the finite intrinsic proliferative capacity
retained by these cells, both in culture and in the
tumorigenesis assays in vivo.
The above early observations on the cell biology

of immortalization and malignant transformation
were consistent with the idea that immortalization
represents a prerequisite for the clonal evolution of

neoplastic populations and in particular, the
acquisition of advanced malignant (e.g. metastatic)
properties. They also provided direct evidence for
the multi-step nature of the transformation process
and highlighted the exceptional refractoriness of
human cells to immortalization, suggesting that
replicative senescence in human cells may have
evolved as a tumour suppressive mechanism
(Reddel, 2000). However, the persuasiveness of
such a hypothesis has, until relatively recently,
been compromised by a lack of information con-
cerning the molecular mechanisms of human cell
senescence and immortalization.

The science of cell immortalization and its rela-
tionship to cancer was revolutionized in 1994 when
a landmark paper appeared showing that the vast
majority of human cancer tissues possess an
enzyme activity, not present in normal human cells
or tissues, that could account for the immortality of
cancer cells (Kim et al., 1994). The enzyme, telo-
merase, was known to maintain the DNA of

5�GGTTAGGGTTAGGGTTAGGGTTAGGGTTAG

3�CCAATCCCAATC                  CAAUCCCAAUC

hTERT

hTR
(RNA template)

Telom
erase

5�GGTTAGGGTTAGGGTTAGGGTTAGGGTTAGGGTTAG

3�CCAATCCCAATC                                   CAAUCCCAAUC

hTERT

hTR

Translocation of 
telomerase and 
further elongation 
of telomeric strand

3�

3� 5�

5�

Figure 10.2 Telomerase is a ribonucleoprotein that synthesizes telomeric hexanucleotide repeats (TTAGGG in humans) to replace those lost
during each round of the cell cycle, due to the inability of DNA polymerase to replicate completely both strands of a linear double DNA helix. The
human telomerase complex consists of a protein catalytic sub-unit (hTERT—a type of reverse transcriptase) and an integral template RNA (hTR) for
TTAGGG synthesis. Sensitive assays for human telomerase activity enabled it to be shown (Kim et al., 1994) that telomerase is constitutively active
in around 90% of human cancers but is tightly down-regulated in normal cells and tissues.
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structures at the ends of eukaryotic chromosomes,
known as telomeres, through the synthesis of
characteristic telomeric repeat sequences. Telo-
merase (telomere terminal transferase) had been
described several years earlier in the ciliated single-
celled protozoan Tetrahymena, and was subse-
quently shown to be present in human cancer cells
(in which it synthesizes telomeric hexanucleotide,
TTAGGG, repeats) (Figure 10.2). Following the
observation that a mutant yeast strain est1 (ever
shorter telomeres) underwent a kind of senescence
after a certain number of divisions, several labor-
atories produced experimental evidence that the
limited proliferative capacity of human cells may
be due to the same mechanism. The definitive
study in 1994, in which a large number of human
cancer samples and cell lines, counterpart normal
tissues, and in vitro transformed human cells were
examined, was contingent on the development of a
new, highly sensitive polymerase chain reaction
(PCR)-based assay for functional telomerase
known as telomere repeat amplification protocol
(TRAP). The close association thereby obtained
between telomerase activity, immortalization and
cancer, provided the molecular underpinning
required to launch an era of intensive investigation
into the role of telomerase-mediated immortaliza-
tion as a key event in human cancer.

10.3 Telomerase: the ‘immortality
enzyme’?

Wenowknow that telomeres act as amitotic clock in
human cells, that is, as a specific timing mechanism
to limit the division potential of human cells in vitro
and presumably in vivo. This discovery involved the
elaboration and experimental testing of a much
earlier hypothesis (Olovnikov, 1973) in which it was
proposed that the linear DNA of eukaryotic chro-
mosomes would shorten with each round of DNA
replication, and that this failure to maintain telo-
meric DNA might somehow trigger the phenom-
enon of replicative senescence that characterizes the
Hayflick limit. An inevitable consequence of semi-
conservative DNA replication in eukaryotic cells,
known as the end-replication problem, is that
the free DNA ends of each chromosome are not
duplicated completely by DNA polymerase. Con-
sequently, the ends of human chromosomes can lose
up to 200 base pairs (bp) of DNA per cell division.
Several reputable laboratories have now confirmed
three basic observations: (1) that the vast majority of

normal human tissues and primary cell lines lack
telomerase activity, (2) that in the absence of telo-
merase, telomeres progressively shorten in normal
human cellswith each division cycle, culminating in
replicative senescence, and (3) that the majority of
human cancers have active telomerase and thereby
maintain their telomeres. However, rigorous func-
tional proof that telomerase is responsible for
immortality of cancer cells and that lack of it
triggers a cell division counting mechanism
(namely telomere shortening) depended on the
isolation of the genes encoding the elements of
human telomerase.
Human telomerase is a ribonucleoprotein com-

plex that is made up of two key components: (1) an
RNA template molecule containing a sequence
complementary to the telomeric TTAGGG repeat
and (2) the catalytic component, known as hTERT,
which is a type of reverse transcriptase able to
synthesize TTAGGG repeats from the RNA tem-
plate (Figure 10.2). The human genes encoding
these components have been cloned and the avail-
ability of the two genes enabled it to be shown that
the primary mode of regulation (i.e. repression) of
telomerase in human cells is through silencing of
the hTERT gene via transcriptional repression.
Transfection of an hTERT cDNA expression vector
into human fibroblasts leads to immortalization of
the cells. Such cells have elongated telomeres, an
apparently normal karyotype, and express none of
the usual markers of malignancy. Telomerase-
positive cells expressing a mutant telomerase
enzyme fail to undergo immortalization, which has
further strengthened the connection between telo-
mere maintenance and immortalization. Further-
more, disruption of telomere maintenance by
mutant forms of hTERT, acting in a dominant
negative fashion, is known to restore limited life-
span in human cancer cells, resulting in loss of
tumorigenicity.
The vast majority of studies carried out since

these seminal observations have confirmed that
the primary mode of repression and de-repression
of telomerase in normal human cells and in cancers
occurs at the level of transcription of hTERT.
However, whether de-repression of the hTERT gene
and telomerase activation is the sole requirement
for immortalization in all human cell types has
remained unresolved. Indeed, some investigators
have questioned this premise and provided evid-
ence that, in cultured primary human keratinocytes
and breast epithelial cells, inactivation of a second
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tumour suppressive pathway in addition to
telomerase reconstitution is necessary for immor-
talization (see Section 10.8).

10.4 Mortality barriers to human cell
immortalization: the effectors of
replicative cellular senescence
in human cells

Prior to the discovery that telomere shortening and
telomerase activation are the underlying primary
causes of human cell replicative senescence and
immortalization respectively, work with DNA
tumour virus ‘early’ genes had shown that the
senescence of human fibroblasts, which normally
manifests itself as growth arrest of the cells after
between 50 and 80 population doublings (pd)
depending on donor age, can be blocked by
transfection with viral early genes such as that
encoding the SV40 large-T antigen (SV40-LT) or
(co-transfer of) those encoding the HPV16 E6 and

E7 transforming proteins (e.g. see Ozer, 2000).
These viruses have evolved such genes to bypass
negative host cell-cycle control mechanisms to
enable them to replicate. We know that these viral
transforming genes inactivate the p53 and pRB
tumour suppressive proteins via sequestration
and/or enhanced degradation. Human fibroblasts
transfected with SV40-LT initially display a sub-
stantial increase (of around 20–30 pd) in their
proliferative capacity rather than attaining immor-
tality. The cells then enter a proliferative phase
known as ‘crisis’ that is characterized by very slow
cell turnover and cell death. Rare clones of rapidly
dividing cells often emerge in these cultures at a
frequency of around 10� 6, which thereafter
remain immortal. T-antigen expression is therefore
necessary, but not sufficient, for immortalization,
pointing to a two-stage mechanism (Figure 10.3).
The term M1(Mortality 1) is now commonly used
for the proliferative barrier (senescence) overcome
by p53/pRB inactivation, and M2 for the crisis
restriction.

Normal
human cell

Replicative
senescence

(M1)

50–80 pd

SV40 Large-T 
or

HPV E6/E7

Extended
lifespan 30 pd

Crisis
(M2)

Immortal
human cell

Rare event 
10–6–10–7

Telomerase repressed:
Telomere shortening
50–200 bp/division

Critically shortened 
telomeres(<8 kb) signal 

growth arrest via 
p53/p21 damage 

response

p53/pRb pathways 
inactivated

Continuing telomere 
shortening leading to 
chromosomal fusions, 
genetic loss and cell 

death

Telomerase activated via 
hTERT derepression

Figure 10.3 DNA tumour virus early genes, such as those encoding the SV40 Large T antigen or HPV E6/E7 proteins, bypass human fibroblast
senescence (M1) via inactivation of p53 and pRB cell growth suppressive proteins. Elimination of both suppressors appears to be necessary for
human cell immortalization; together, they act as effectors of replicative cell senescence. The molecular mechanisms underlying the twin
phenomena of cell senescence and immortalization can now be comprehensively explained in terms of: (i) progressive telomere shortening (leading
to cell senescence), (ii) critically short telomeres (leading to chromosomal fusions, genetic instability and M2 crisis), and, finally (iii) telomerase
activation (a rare event involving hTERT de-repression) leading to cell immortalization.
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An attractive explanation for the two stages
observed in human fibroblast immortalization by
DNA tumour virus early genes has emerged from
our understanding of the role telomerase plays in
the process. It is now thought that p53 acts as an
effector of senescence by recognizing critically
shortened telomeric DNA as a free end (i.e. as
would be encountered following a double-strand
break) and in this way inducing proliferative arrest
via negative cell cycle control (i.e. by DNA damage
recognition systems) through the p21 regulator, a
key inhibitor of multiple cyclin/CDK complexes.
The second target of Large-T and other viral early
proteins, pRB, is also a negative cell cycle regulator
acting in part via sequestration of the transcription
factor E2F and family members. The latter proteins
function as activators of cellular genes involved in
DNA synthesis and are required for progression
through the G1-S transition and S phase of the cell
cycle. It is thought that M1 occurs when telomeres
become critically shortened, leading to destabili-
zation of the protective ‘cap’ at the telomere formed
by a foldback (lariat-type) structure known as a
t-loop (Griffith et al., 1999). The critical event trig-
gering DNA damage responses appears to be
exposure and loss of the 3 0 single-strand overhang
sequence, due to t-loop disruption (rather than
overall telomere length) and this may occur fol-
lowing critical telomere shortening or acute DNA
damage (Li et al., 2003).

Inactivation of p53 and pRB by Large-T thus
prevents the growth arrest signals mediated by
these proteins, allowing transfected cells to continue
to divide untilM2 (crisis) when telomeres become so
short that chromosomal end–end fusions occur. The
resulting dicentric chromosomes threaten cell
viability either by blocking mitosis per se or via a
fusion-breakage bridge-cycle that leads to the loss of
essential chromosomal material. Rare immortal
clones that emerge have usually (but not always, see
Section 10.10 below) activated telomerase, probably
through mutation/loss of hTERT transcriptional
repressor genes during crisis. Human keratinocytes
infected with SV40 emerge from M2 crisis at a far
greater frequency than their fibroblast counterparts,
suggesting a non-mutational mechanism for the
activation of telomerase in this cell type. The
requirement for both p53 and pRB inactivation for
the telomere-mediated M1 proliferative restriction
to be bypassed suggests that, in human cells, the two
anti-proliferative pathways act in concert as effect-
ors of replicative senescence.

The viral immortalization studies, when inter-
preted in the light of the telomere hypothesis of
cellular senescence, suggest a possible model for
the kinetics of cell immortalization in human cancer
development (Figure 10.3). In such a model,
immortalization is an important event in malignant
transformation and the robust down-regulation of
hTERT expression (and thereby telomerase) in
human cells is assumed to have evolved as a pro-
tective mechanism against clonal evolution and
neoplastic progression. Loss of p53 function (com-
monly observed in human carcinomas) would be
expected to confer a selective advantage when
proper telomere structure is disrupted at the M1

restriction point in somatic cells. This would be
expected to trigger lifespan extension, extensive
chromosomal/genomic instability (a hallmark of
cancer) and derepression of hTERT by genetic/
epigenetic changes. The resulting telomerase-
positive immortal lineage would then, having met
all three requirements listed in Section 10.1, be
primed to undergo further clonal evolution leading
to the acquisition of malignant characteristics.
The p16(INK4A) gene is a third important tumour

suppressor implicated as an effector (or in the
maintenance) of cellular senescence and thus as a
barrier to carcinogenesis. The encoded suppressor
protein (and other related INK4 family members)
binds to cyclin-dependent kinases cdk-4 and cdk-6
and, by blocking their association with D-type
cyclins, induces cell cycle arrest by preventing
phosphorylation of pRB; p16 therefore lies
upstream of pRB and loss of function of p16 is
reported to be involved in immortalization as an
alternative to inactivation of pRB. The INK4A (or
CDKN2A) locus is unusual in that, through altern-
ative splicing, it encodes two unrelated proteins in
rodent and human cells by means of distinct but
overlapping reading frames. One is p16, the other is
the alternative reading frame (ARF)—also known
as p14 in humans and p19 in mice. Both proteins
appear to be involved in cell senescence: p16 activ-
ates pRB proteins through inhibition of their
phosphorylation by cdk-4 and 6, while ARF activ-
ates p53. Thus, the INK4A locus regulates the two
tumour suppressive pathways (Rb and p53) that
are the most commonly disrupted in a wide range
of human malignancies (Drayton and Peters, 2002)
(Figure 10.4). The relative importance of the p16
and ARF proteins in the senescence process is
becoming clearer. Their roles appear to differ sub-
stantially in different cell types and species. p16 is
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frequently silenced in a number of human cancers,
often involving an epigenetic mechanism. In con-
trast, germline mutations in p16 appear to predis-
pose specifically to malignant melanoma (Bennett,
2003) leading to the proposal that p16 silencing is
central to melanocyte immortalization. ARF rather
than p16 appears to be the key effector in rodent
cell senescence. Recent studies have implicated
several regulatory molecules (ETS, ID-1, BMI-1) as
upstream transcriptional activators of p16 during
senescence.

10.5 Recent progress in generating a
malignant human cell in vitro

The availability of genetic reagents for manipulat-
ing each of the above tumour suppressive path-
ways and for reconstituting telomerase, opened the
door to the experimental generation of malignant
human cells from their normal counterparts in
culture. Such work has helped pinpoint the key

events required for human cell transformation. To
investigate the role of hTERT in the transformation
of human cells, combinations of hTERT, the SV40
large-T oncoprotein, and an oncogenic Ha-ras gene
(Ha-rasV12) have been co-expressed in both human
diploid fibroblasts and epithelial cells (the latter
derived from normal kidney and breast epithelium)
with the result that direct tumorigenic trans-
formation of all the cell types could be achieved
by these three genetic elements alone (Hahn
et al., 1999). In human mammary epithelial cells
transformed by the same three genetic elements,
co-transfected cells form poorly differentiated car-
cinomas that infiltrate through adjacent tissue.
Malignant transformation appears to be enhanced
by the inclusion of the gene encoding the SV40
small-t antigen, that appears to act by perturbation
of protein phosphatase 2A. While it is accepted that
additional alterations are likely to be needed for
tumour cells to metastasize, the observation that a
defined set of genetic alterations can co-operate to
achieve malignant transformation of human cells is
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Figure 10.4 The INK4a/CDKN2A locus encodes two unrelated proteins: p16 and ARF (p14 in humans, p19 in mice) through the use of distinct but
overlapping reading frames. (a) shows the exon structure of the complete INK4a locus indicating the p16 (grey) and ARF (black)-encoding regions.
Both proteins are involved in replicative cell senescence (b) as upstream regulators of the RB (inhibited by p16) or p53 (inhibited by ARF) cell growth
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cancers. (Figure modified from Drayton and Peters (2002))
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a major advance in our understanding of the
primary mechanisms operative in human cancer
development.

The immortalization of human mammary epi-
thelial cells (HMECs), potentially a clinically highly
significant cell type in cancer research, has been
characterized in some detail (Yaswen and Stampfer,
2002). HMEC cultures, commonly obtained from
reduction mammoplasty tissue, normally prolifer-
ate for 15–30 population doublings (pd) in serum-
containing medium, before undergoing a growth
arrest (termed M0) indistinguishable from replica-
tive senescence. In a serum-free medium developed
specifically for HMECs, culture lifespan is reduced
to 10–20 pd. A cell population arises spontaneously
in some cultures that is capable of long-term growth
(up to 100 pd). This phenomenon, known as ‘self-
selection’, generating longer lifespan cultures, is
invariably associated with the epigenetic silencing
of p16 by promotermethylation. Post-selection cells,
which have stable p53, hit the next replicative
barrier (which has been termed ‘agonescence’, to
distinguish it from the crisis that occurs in human
fibroblasts immortalized with DNA tumour
viruses) when their telomeres become critically
shortened. At this point, such cells accumulate
chromosome aberrations, particularly telomeric
fusions. However, agonescence differs from fibro-
blast crisis in thatmost of the cells possess long-term
viability, and immortal transformants have, in sev-
eral independent studies, never been seen to arise
spontaneously. Interestingly, spontaneous escape
from M0 senescence (but not immortalization) of
HMECs eventually results in cells displaying the
same types of chromosome aberrations seen in early
breast cancers. Post-selection HMECs are readily
immortalized by hTERT reconstitution, indicating
that short telomeres are the main impediment
to continuous growth in these cells. These stages in
the immortalization process apply to other human
epithelial cell types, such as keratinocytes.

The strict block to proliferation imposed by
robust repression of the telomerase hTERT gene
seems to be the primary barrier to clonal evolution
of human breast epithelial and other human cells. If
p53 is experimentally inactivated in post-selection
breast cell cultures (e.g. by transfection of dominant
negative p53 mutant), activation of telomerase and
conversion to an immortal phenotype is facilitated.
From the information available, it appears that tel-
omerase activation, at least in this particular model,
could be a gradual process rather than an abrupt

step-change typical of a mutation, raising the pos-
sibility that an epigenetic mechanism sometimes
underlies derepression of the hTERT gene.

10.6 Regulation of telomerase in
normal human cells and in cancer

We have seen that telomerase is necessary for the
maintenance of telomeres because of the so-called
end-replication problem (and possibly other
assaults on telomeric integrity such as oxidative
damage). Lack of telomerase characterizes the
majority of normal human cells in vivo, while in
cancers the gene encoding the telomerase reverse
transcriptase subunit (hTERT) is de-repressed
thereby permitting unlimited cell proliferation.
How then is hTERT regulated in normal cells and
by what mechanism is it reactivated during human
carcinogenesis?
Of the two components of the core telomerase

enzyme the catalytic sub-unit, hTERT, is limiting;
consequently, a considerable amount of effort has
been devoted to understanding the transcriptional
regulation of hTERT. Most telomerase-negative
normal human cells lack detectable hTERT tran-
scripts, while in telomerase-positive tumour cells
an average of 0.2–6 mRNA molecules/cell have
been detected by using sensitive reverse transcrip-
tion polymerase chain reaction (RT-PCR)-based
techniques (Ducrest et al., 2002). The complete
transcription unit of hTERT has been cloned and
consists of 16 exons and 15 introns spanning
around 37 kb of genomic sequence. The 5 0 reg-
ulatory (promoter) sequences have been identified
using reporter constructs. The promoter is inactive
in normal human cells, but becomes active follow-
ing immortalization, providing further evidence
that transcriptional regulation of hTERT gene
expression lies at the heart of replicative senescence
and immortalization. Of the major factors binding
to the core promoter, the c-Myc transcription factor
(and oncoprotein) interacts with evolutionarily
conserved E-boxes (CACGTG) and is able to
stimulate hTERT transcription and telomerase
activity in hTERT-silenced human cells (probably
in conjunction with the transcription factor SP1,
which also binds to a cognate GC-box within the
core promoter). Overexpression of the Myc/Max
dimer (again in conjunction with SP1 binding)
leads to the activation of hTERT transcription,
whereas Mad/Max acts as a repressor. The highly
GC-rich content of the 5 0 region extending into
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intron-1 constitutes a CpG island, again (see above)
raising the possibility that epigenetic mechanisms
may play a key role in silencing hTERT transcrip-
tion in normal cells and possibly therefore also
during its reactivation in carcinogenesis. This
notion is supported by studies using the deme-
thylating agent 5-azacytidine and the histone
deactetylase inhibitor trichostatin A (TSA), both of
which will activate hTERT in human fibroblasts
and lymphocytes. Furthermore, hTERT chromatin
(particularly that constituting the second intron) is
invariably more condensed in telomerase-negative
normal human cells compared with that in
telomerase-positive human cancer cells (Szutorisz
et al., 2003) indicating that chromatin remodelling
to an ‘open’ transcriptionally active form is asso-
ciated with telomerase activation during cancer
development.
Controls working at the level of the 5 0 core pro-

moter appear to be concerned with regulating
hTERT during differentiation, the cell cycle or
quiescence. However, at least in normal somatic
human cells, the presence is indicated of an addi-
tional, far more stringent process for permanently
silencing hTERT transcription. Somatic cell genetic
analysis, involving microcell-mediated mono-
chromosome transfer (MMCT) has provided evid-
ence for the existence of several genes that repress
telomerase in normal human cells. Thus far, human
chromosomes 3, 4, 6, 7, and 10 have been shown to
suppress telomerase when transferred by MMCT
into certain tumour cell lines (Newbold, 2002). For
example, normal chromosome 3 induces senes-
cence on transfer into a human renal cell carcinoma
cell line, with growth arrest manifesting after
23–43 pd. This is associated with loss of telomerase
activity as measured by TRAP (due to down-
regulation of hTERT) and telomere shortening.
Powerful repression of telomerase activity is also
induced by chromosome 3 in early passage breast
cancer cells. By fine-mapping deletions in the
introduced chromosome in segregant hybrids the
telomerase repressor gene has been localized to a
region at 3p14–21. Similarly, chromosomes 4, 6, 7,
and 10 repress telomerase activity in, respectively,
HeLa cervical carcinoma cells, the HPV-16-
containing cervical cancer cell line SiHa, a
telomerase-positive human mesothelial cell line,
MeT5A, and the hepatocellular carcinoma cell line,
Li7HM. While the individual genes responsible for
the repressive activity of these chromosomes
remain to be identified, repression of telomerase in

breast cancer cells by normal chromosome 3 is
evidently due to a highly specific silencing effect on
hTERT transcription by complex mechanisms
involving regulatory elements distant from the 5 0

regulatory region, and including alterations in
hTERT chromatin structure (Szutorisz et al., 2003).

10.7 Origins of telomerase in cancer
cells: two competing hypotheses

The suggestion from chromosome transfer studies
that genes exist in normal human cells that repress
telomerase activity in cancer cells, via a highly
specific effect on hTERT transcriptional silencing, is
consistent with the idea that the telomerase activity
found in the vast majority of cancers arises from
mutational or epigenetic disruption of such
repressor genes. The kinetics of viral immortaliza-
tion of human fibroblasts, that is, the emergence of
a faster growing clone of cells as a rare event during
M2 crisis would be consistent with a step change in
a single cell involving the mutational inactivation
of a repressor. In addition, the fact that many
human cancers, particularly carcinomas, have short
dysfunctional telomeres maintained in steady state,
often by relatively low levels of telomerase, would
suggest that telomerase had been activated only
after a considerable period of telomere shortening
had taken place in the originating (telomerase-
negative) target cell.

There is, however, a second possibility for the
origin of telomerase in cancers that continues to
warrant serious investigation. It is that the majority
of human cancers arise from stem cells, or from
transiently amplifying populations in renewing
tissues, that already have active telomerase. We
now know that the initial view that telomerase is
present only in cancers and germ cells is too
simplistic. Relatively low levels of activity are now
known to be present in the proliferative cells of
certain self-renewing tissues (e.g. the bone mar-
row), trachea and bronchi, skin (basal layer) and
gut (lower crypt), and glandular prostate tissue
(Forsyth et al., 2002). Moreover, very recently,
Masutomi et al. (2003) have provided evidence
(using immunoprecipitation techniques) that active
telomerase is expressed at low levels during the
S-phase of the cell cycle in proliferating normal
human fibroblasts. It has been suggested that such
levels of telomerase are sufficient to slow down, but
certainly are not adequate to prevent telomere
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shortening during tissue renewal. The evidence for
this comes from the observation that telomeres
shorten in human skin and gut with increasing age,
in spite of the presence of telomerase. Thus,
although telomerase is silenced in almost all human
organs at between 18 and 21 weeks of gestation, it is
retained at low levels in rapidly dividing self-
renewing tissues presumably to offset the effects
that rapid telomere loss might have on chromo-
somal stability and the potential initiation of can-
cer. The consequences of inhibiting telomerase in
these normal tissues (e.g. by anti-telomerase drugs
used to control the proliferation of cancer cells) is
unclear but needs further investigation.

The key question that remains unresolved is,
therefore, whether the cells from which human
cancers originate are in fact those cells that appar-
ently have not robustly down-regulated hTERT or,
alternatively, whether hTERT repressed cells
undergo hTERT de-repression. If the former pre-
vails, then the presence of telomerase in most can-
cers could be regarded as a process of ‘selection’ of
pre-existing telomerase-positive cells with possible
subsequent enhancement of activity (e.g. through
further selection of clones with minor epigenetic
changes) sufficient to maintain telomeres indefi-
nitely. If the latter is true, telomerase activation
would occur primarily through a process of
‘induction’ possibly resulting from a single or small
number of genetic/epigenetic events inactivating
hTERT repressor gene(s). Of course, the twomodels
are not necessarily mutually exclusive.

10.8 Do telomere-independent
senescence mechanisms exist in rodent
and human cells?

As discussed in Section 10.2, the majority of early
studies aimed at transforming normal diploid cells
in culture (e.g. by carcinogens and cloned onco-
genes) were carried out using freshly explanted
diploid rodent cells. This was simply because, after
many attempts, human cells proved virtually
impossible to transform (except with DNA tumour
viruses) due to the replicative senescence barrier
and their intrinsic resistance to immortalization.
How then does our contemporary understanding
of telomerase regulation help us explain the
increased transformability of rodent cells?

Mouse, rat, and Syrian hamster cells from tryp-
sinized embryos, neonatal dermis or other tissues

undergo a process that closely resembles replica-
tive senescence in human cells. Fibroblasts norm-
ally dominate such cultures and terminal division
generally occurs earlier with these cells (after
around 10–25 pd) than with human fibroblasts
(40–70 pd). In sharp contrast to human cells, rodent
cells show a greater propensity to undergo
immortalization in culture either spontaneously or
following a single exposure to a carcinogen. Mouse
cells appear to be more susceptible than rat cells in
this respect, almost invariably immortalizing
spontaneously, whereas in hamster cell cultures
spontaneous immortalization is rare but can be
readily induced by carcinogen treatment. The rea-
son for the increased susceptibility of rodent cells to
immortalization is explained by the fact that, unlike
their human counterparts, primary rodent cell
cultures possess high levels of active telomerase
and maintain it throughout their culture lifespan
(Newbold, 2002). As a result, the chromosomes of
these cells have long telomeres that do not shorten
with time in culture. Tissues taken from rodents
also have active telomerase and show much less
evidence of the stringent controls on hTERT
expression found in their human equivalents.
Telomere-mediated senescence does not therefore
appear to exist as a barrier to immortalization and
malignant transformation in rodent cells. Rodents,
being physically much smaller and shorter-lived,
may not have needed to evolve the protection of a
powerful telomerase repressive mechanism to
prevent cancer. However, the fact that primary
rodent cells still undergo a senescence-like process
in vitro, raises the question of the existence of
telomere-independent ‘clocks’ that limit the prolif-
erative capacity of somatic cells.
It has recently been argued (Ramirez et al., 2001)

that the loss of division potential of rodent cells
in vitro is a cell culture artefact, which implies that
the immortalization of these cells in culture models
does not reflect a genuine event that must occur in
rodent carcinogenesis in vivo. It is suggested that
the cause of the ‘senescence’ seen in these cells is in
fact inadequate culture conditions leading to
‘stress’ and DNA damage. The primary effector of
growth arrest in cultured mouse fibroblasts
appears to be the ARF/p53 pathway, inactivation
of which seems to be sufficient for immortalization
whereas specific silencing of p16 leaving ARF intact
indicates that p16 is not involved. Indeed, the p16/
pRb response to telomere dysfunction appears not
to operate in mouse cells (Smogorzewska and
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de Lange, 2002). ‘Stress’ and resulting DNA dam-
age may, it is speculated, be the consequence of free
radicals produced by amine oxidase in serum, since
the immortal growth of diploid mouse cells in a
serum-free medium has been demonstrated and
also of rat oligodendrocyte precursor cells cultured
under conditions that inhibit differentiation.
An analogous phenomenon of telomere-

independent growth arrest is also encountered
in the immortalization of human epithelial cells,
as discussed earlier in this chapter. For example,
the initial proliferative potential of HMECs in
chemically defined media is approximately 20 pd.
This mortality barrier (M0; see above) is mediated
by p16 rather than ARF as the effector, and raises
the possibility of the existence of additional
tumour suppressive mechanisms for counting cell
divisions. However, experimental evidence has
been produced against this explanation (Ramirez
et al., 2001) showing that the proliferative capacity
of cultured HMECs can be extended all the way
to the telomere-dependent M1 barrier, merely by
growing the cells on feeder layers. Under these
conditions, HMECs could be immortalized
directly by hTERT without the need to inactivate
the p16/pRB pathway. In this model, the
telomere-dependent barrier limiting division
potential is seen as the only true mechanism of
replicative senescence, with all other limits to
mammalian cell proliferative capacity in culture
being artefacts. However, it should be pointed out
that the interpretation of the above feeder layer
study is, at the time of writing, controversial. For
example, in a variety of human keratinocyte
cell types, Rheinwald et al. (2002) were able to
show comprehensively that such cells possess
a telomere-independent replicative senescence
mechanism (mediated by p16 and p53) that
functions as an immortalization barrier, irrespect-
ive of culture conditions.
An alternative view is therefore persuasive.

Dividing cells in differentiating tissues are natur-
ally programmed, as part of a commitment process,
to enter terminal division. The process of differen-
tiation can be assumed to be highly complex,
depending on signalling either through contact
with other cell types in the tissue ‘niche’ or through
humoral factors that orchestrate unfolding pro-
grammes of gene expression and repression, cul-
minating in the ultimately specialized (usually
post-mitotic) terminally differentiated cell. This
kind of process does in essence incorporate a cell

counting mechanism that imparts a limit to the
division capacity of the differentiating cell lineage.
It is reasonable to suppose that such programmes
would need to be bypassed in both rodent and
humans during carcinogenesis and would there-
fore represent important tumour suppressive
mechanisms.

In any event, M0 senescence in the absence of
feeder cells does not necessarily indicate an arte-
fact, but rather may reflect a natural response of
cells to being removed from their tissue niche (and
as such could still be regarded as a kind of stress).
This type of response would represent a genuine
safeguard against cancer because, by definition,
clonally evolving neoplastic cell lineages ultimately
need to escape from niche constraints (e.g. by
removal of the p16/pRB negative cell cycle regu-
lator pathway) to undergo malignant transforma-
tion. Such populations would then come up against
the telomere-mediated M1 replicative block as a
second-line safeguard. The fact that the p16/pRB
pathway has been shown to be functionally inactiv-
ated in many human cancers would tend to sup-
port the view that its loss of function represents an
early and important event in tumour development.
Furthermore, there are other well-characterized
examples of telomere-independent replicative sen-
escence in specific cultured human cell types,
including thyroid epithelial cells and melanocytes,
where germline p16 loss of function is associated
with high melanoma incidence and an abnormally
large number of precursor lesions (naevi or moles).
The potential for exploiting such telomere-
independent senescence mechanisms in cancer
treatment has been comprehensively reviewed
(Roninson, 2003).

Somatic cell genetics has also provided evidence
for the presence of genes that induce telomere-
independent senescence in immortal human cells
derived from cancers or viral transformation
(Tominaga et al., 2002). Somatic cell fusion has
demonstrated that senescence is dominant over
immortality; four senescence-inducing com-
plementation groups have been identified.
Microcell-mediated monochromosome transfer has
pinpointed the location of several genes that induce
senescence in the absence of telomerase repression.
One gene, MORF4 (on chromosome 4) associated
with one of the complementation groups has been
cloned. As yet the precise significance of the
majority of these genes as bona fide tumour sup-
pressors remains to be determined.
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10.9 Does inactivation of telomerase
protect against immortalization and
cancer: evidence from the telomerase
‘knockout’ mouse

Work with rodent cell cultures and from observa-
tions that telomerase is expressed in many rodent
tissues, strongly points towards major differences
between humans and rodents with respect to telo-
merase regulation in the soma. However, despite
this fact, genetically engineered rodents have
proved to be extremely valuable in studying both
the consequences for the whole organism of telo-
mere attrition due to lack of telomerase, and also
the modulating effects of telomerase inactivation
and, conversely, its overexpression on tumour
suppression and carcinogenesis respectively.

Blasco et al. (1997) were first to construct a telo-
merase ‘knockout’ mouse strain by deleting the
gene encoding the telomerase RNA component
(mTR) from the germline. Such mice possess no
detectable telomerase in any tissue but are viable
for six generations, presumably reflecting the fact
that the original mouse strain had long telomeres.
Cells isolated from animals at the fourth generation
onwards have no detectable telomeric repeats and
display severe chromosomal abnormalities. Do
cells from such mice display total resistance to
immortalization? The answer is surprisingly that
they do not. Telomerase-deficient cells can be
immortalized in culture (albeit at a lower frequency
than telomerase-positive cells) and transformed by
viral oncogenes to the point that they produce
tumours in athymic mice following subcutaneous
injection.

The acquisition of immortality by telomerase-
deficient mouse cells confounds expectations and
also raises concerns about the prevailing notion
that telomerase repression in human cells repres-
ents an evolutionary anti-cancer strategy. Some
light has been shed on this conundrum by work
showing that, in immortal cells from telomerase-
null mice, telomere length becomes stabilized in a
chromosome-specific manner, indicating that a
telomerase-independent telomere maintenance
mechanism can be activated in mouse cells.

Collectively, results to date from telomerase
‘knockout’ mouse studies provide evidence that
lack of telomerase protects against cancer whilst its
expression promotes carcinogenesis.However, very
short telomeres, in certain circumstances (e.g. in the

absence of p53) increase the propensity for chro-
mosomal instability and this may, paradoxically,
promote cancer induction. Telomerase repression
probably exerts its maximum effect during normal
reproductive age when telomeres are long (i.e.
when evolutionary selective pressures for survival
are at their highest). As telomeres shorten with age,
or when unusual demands are placed on renewing
tissues, lack of telomerase may, particularly in
abnormal clones in which p53 and/or p16 have
been functionally inactivated, have the opposite
effect and increase the probability of crisis, telo-
merase reactivation, immortalization, clonal
evolution, and cancer.

10.10 Alternative mechanisms of
telomere maintenance

From the results of the telomerase mTR knockout
studies, it is clear that mouse cells are able to
activate an alternative mechanism for telomere
maintenance under the selective pressure that
results from the absence of telomerase. Moreover,
the fact that not all human tumour cells and in vitro
immortalized (e.g. with SV40) cell lines have
detectable telomerase activity (Kim et al. 1994)
points to the existence of similar mechanisms in
humans. Some of these telomerase-negative cancers
may genuinely not be immortalized, particularly
those localized focal growths that have not under-
gone much in the way of clonal evolution. How-
ever, the majority have been shown to maintain the
length of their telomeres by a mechanism that has
become known as Alternative Lengthening of Tel-
omeres (ALT).
Studies in various eukaryotes have revealed the

existence of telomerase-independent telomere
maintenance pathways. Mutational inactivation of
telomerase in the yeast Saccharomyces cerevisiae
results in senescence of the majority of the popu-
lation (Lundblad and Blackburn, 1993). Clones of
immortal cells emerge, however, that are able to
maintain their telomeres via a RAD52-dependent
recombination pathway that involves amplification
of sub-telomeric elements. It now appears that
there are two different classes of telomerase-
negative survivors: those that possess amplified
subtelomeric sequences and short telomeric ele-
ments, and those that have much longer telomeres
made up of amplified telomeric (TTAGGG) repeats.
Analysis of telomere restriction fragments from
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human cells that rely on ALT for telomere main-
tenance has revealed that they possess telomeric
tracts that are extremely heterogeneous in length,
ranging from undetectable to abnormally long
which would also point towards a recombinational
origin.
The incidence of ALT in human cancer cells and

in in vitro-immortalized human cell lines has been
studied in some detail (Newbold, 2002). In SV40-
immortalized fibroblasts up to 50% utilize an ALT
mechanism rather than telomerase. However,
the available evidence indicates that epithelial
and mesothelial cells lines are predominantly
telomerase-positive. In human tumours and
tumour-derived cell lines, ALT has been identified
in around 7% of samples assayed in each case.
Intriguingly, the majority of ALT-positive cell lines
are sarcomas.
There is intense interest in the ALT pathway

because it represents a potential stumbling-block to
the application of anti-telomerase approaches to
cancer therapy. The key question still requiring
resolution is whether and at what frequency ALT
variants arise when telomerase-positive human
cancer cells are challenged with telomerase inhibi-
tors. Some clues can already be gained from in vitro
experiments, which indicate that the appearance of
ALT variants in telomerase-inhibited human can-
cer cell populations is extremely rare. Furthermore,
it also appears that even if ALT is activated it does
not fully substitute for telomerase in malignant
transformation. It is now believed that telomerase
has an additional function that acts independently
of telomere maintenance to promote tumorigenesis
(Stewart et al., 2002). This is probably why ALT is
rarely seen as the sole telomere-maintenance
mechanism in human cancers, because ALT can-
not adequately replace telomerase function during
the process of tumour progression.

10.11 Telomerase and cellular
immortality as anti-cancer targets

Because telomerase is dysregulated in around 90%
of human cancers and is essential for the continued
proliferation (and clonal evolution) of cancer cells,
it represents arguably one of the most exciting anti-
cancer targets thus far discovered. The telomerase
ribonucleoprotein complex is biochemically unique,
since it possesses a functional RNA component as
well as a catalytic protein sub-unit, and therefore

would, a priori, be expected to be well suited to
highly specific functional inhibition by small
molecules. Telomerase inhibition has to date been
accomplished in the laboratory by a range of
experimental procedures (White et al., 2001)
including the use of: (1) antisense oligonucleotides
orhammerheadribozymesdirectedagainst theRNA
(hTR) component of telomerase, (2) dominant-
negative mutant hTERT constructs, (3) reverse
transcriptase inhibitors aimed at blocking the
catalytic function of hTERT, (4) agents that stabilize
and/or encourage the formation of four-stranded
G-quadruplex structures by telomeric DNA (which
inhibit telomerase function), (5) other small mole-
cule inhibitors targeted at a variety of processes
involved in telomere maintenance, and (6) the use
of hTERT as a cancer-specific antigen in immu-
notherapy. As might be expected there has been a
large number of studies using these specific
approaches. However, only a few of them have
been shown to generate a response consistent with
a highly specific effect on telomere dynamics (i.e.
reduced telomerase activity, progressive telomere
shortening, absence of non-specific toxicity, and
phenotypic lag followed by replicative senescence,
or apoptosis, after a period of time that reflected
initial mean telomere length).

Small molecule inhibitors of telomerase thus far
described include compounds that inhibit the
action of telomerase at the telomere through the
stabilization of G-quadruplex structures. Such tet-
raplex DNA conformations have been shown to
form, thus far only in vitro, from the G-rich regions
that exist in the 3 0 telomere single-stranded over-
hang. A wide variety of agents has been discovered
that stabilize such structures and exert cytotoxic
effects on cells in culture. The main problem with
such studies is that telomere shortening has not
been demonstrated and cytotoxic effects could be
interpreted as beingnon-specific.However, recently
a ‘second generation’ of quinoline-based G-
quadruplex stabilizing molecules has been descri-
bed that induce telomere shortening and delayed
growth arrest in cancer cells, in the absence of rapid
cytotoxicity. A second class of G-quadruplex-active
compound (a trisubstituted acridine) that is an
extremely potent telomerase inhibitor at nanomolar
concentrations has also been characterized; again
this agent did not show the non-specific toxicity
to human cancer cells that was an undesirable
feature of previous inhibitors. These latest advan-
ces have improved the prospects for G-quadruplex
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stabilization as an effective strategy on which to
base new anti-cancer drugs.

Other classes of small molecule inhibitors
identified to date include reverse transcriptase
inhibitors, nucleoside analogues and cisplatin
derivatives. However, such drugs often inhibit the
proliferation of telomerase-negative as well as
telomerase-positive cells, again indicating a lack of
specificity for the chosen target and therefore the
potential for side effects in vivo. One recently dis-
covered compound BIBR1532 (a synthetic non-
nucleosidic telomerase inhibitor) developed by
researchers at Boehringer Ingelheim Pharma
(Damm et al., 2001) was found to possess the
degree of selectivity to justify further investigation
as a promising drug candidate. The compound was
shown to disrupt telomere maintenance in tumour
cells by inhibition of the processivity of telomerase
through a non-competitive mechanism, similar to
that mediated by inhibitors of HIV1 reverse tran-
scriptase.

10.12 Conclusions

Cell culture models of cancer have, in conjunction
with genetic ‘knockout’ and transgenic strains
of mice, permitted considerable advances to be
made in understanding the specific cellular and
molecular events required to generate a malignant
cell. The discovery of telomerase, its role in
maintaining the immortality of the mammalian
germline and cancer cells, coupled with its critical
importance in human somatic cell immortalization
in vitro, have over the past decade provided strong
molecular underpinning for the hypothesis that
cell immortalization is a critically important event
in human carcinogenesis. Somatic cell genetic
studies, involving the reconstitution of active tel-
omerase, have shown that the reason that human
cells are so difficult to immortalize is because tel-
omerase is stringently repressed. With the avail-
ability of hTERT cDNA vectors this can now be
readily achieved and malignant human cells can
be created from normal cells purely in culture. At
the very least, it is now widely accepted that
neoplastic cells must be immortal (through the
presence of telomerase, or rarely via ALT) for
repeated clonal evolution and advanced malignant
progression to occur. Evidence demonstrating the
presence in human tissues of clonally expanded
cell populations (e.g. with compromised p16 or

p53) that have undergone replicative senescence
in vivo can now be expected to emerge.
This does not always mean, however, that all

human cancers are immortal, particularly carcino-
mas in situ that have not undergone widespread
dissemination. Indeed, work on the molecular
characterization of stages in the development of
human head and neck carcinomas (which, unlike
breast or prostate cancers, can be readily estab-
lished in tissue culture) (Gordon et al., 2003) indi-
cates that a significant proportion senesce in
culture, even in the best known culture conditions,
while others possess only low levels of telomerase
apparently insufficient to maintain telomeric
integrity. Short telomeres maintained by relatively
low levels of active telomerase are also a charac-
teristic of other primary carcinomas (e.g. those of
the breast and prostate). Thus, many carcinomas
appear to exist on a knife-edge of survival in a state
that equates to M2 crisis characterized by extensive
telomere dysfunction (which can be detected cyto-
genetically, for example, by quantifying anaphase
bridges). This property would seem to make such
cancers excellent candidates for curative anti-
telomerase drug therapy.
The advances outlined above strongly suggest

that most carcinomas arise from telomerase-
deficient cells following the sequential bypass of
the M0 and M1 senescence checkpoints. Firm evid-
ence for an induction mechanism should emerge
from establishing the identity of putative telomer-
ase repressor genes identified bymonochromosome
transfer and studying their structural integrity in
human cancer tissues. The consistent presence of
mutations, methylated promoters and/or silenced
chromatin in such geneswould furnish the required
unequivocal support for an induction mechanism.
The other important issue relates to the precise

function of telomerase in telomerase-positive cells
found in the dividing layers of normal human tis-
sues, and thereby to a prediction of the likely effects
on normal tissues of anti-telomerase cancer ther-
apies. Since telomerase-deficient mice do not dis-
play pathological phenotypes until the sixth
generation, absence of the enzyme seems not to be
particularly harmful to cells except when telomeres
are critically short. As discussed above, a large
proportion of human cancers are made up of cells
with very short telomeres (ca. 5 kbp or less). From
the in vitro evidence obtained to date, if telomerase
function were abrogated in such cells, they would
be expected to revert to an M2 crisis state relatively
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quickly leading to cell death from apoptosis. There
is reason to believe (Newbold, 2002) that drug-
induced telomere attrition would be reversible in
normal human tissues where cells have consider-
able reserves of telomeric repeats. Furthermore,
patients with the human disorder dyskeratosis
congenita, which affects telomerase function either
through a mutation in the hTR gene or in dyskerin,
do not display severe phenotypes (pancytopenia
and early cancers) until many years after birth,
providing further evidence that lack of telomerase,
even in renewing tissues, may well be tolerated for
some considerable time.
Telomerase, and the immortal phenotype it

maintains, remains one of the most attractive anti-
cancer targets yet discovered. Since most primates,
and possibly other large long-lived animals, appear
to control rigorously the expression of telomerase
in somatic tissues, this tumour suppressive mech-
anism is likely to have appeared relatively early in
mammalian evolution (Steinert et al., 2002). What
better route to adopt for the treatment of cancer
than that chosen, by chance and necessity, as a
preventative strategy over millions of years of
natural selection?
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11.1 Introduction

The organization of cells into multicellular organ-
isms depends upon sophisticated communication
systems. During development, and in the mature
organism, cells need to be able to sense the appro-
priate time to grow, divide, migrate, differentiate,
survive, or die. These processes are all controlled
by families of growth factors, which bind to specific
receptors on the surface of their target cells. Once
activated, these receptors initiate signalling path-
ways, which determine the response of the cells.
Aberrant activation of one or more of these path-
ways can lead to unregulated cell division, and the
formation of a tumour.
While there are many kinds of growth factor

receptors, two families have emerged as promising

therapeutic targets in the treatment of cancer;
the epidermal growth factor receptor (EGFR)
family, and the vascular endothelial growth fac-
tor (VEGF) receptors. While EGFR and its relatives
are expressed on epithelial cell-derived tumour
cells and contribute directly to tumour cell growth,
VEGF receptors are expressed on the endothelial
cells lining blood vessels, which are normal,
untransformed cells. VEGF receptors contribute to
tumour growth by triggering vessel growth which
is essential to supply nutrients to a growing
tumour. This chapter will consider the signalling
pathways initiated by EGFR and VEGF receptors,
their respective roles in normal growth and devel-
opment, and the mechanisms by which signalling
can become deregulated in cancer.
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11.2 The EGF/ErbB family of growth
factors and receptors

11.2.1 Epidermal growth factor receptors

The EGF family of growth factor receptors com-
prises four family members: EGF receptor (ErbB1/
HER1), ErbB2 (HER2/neu), ErbB3 (HER3), and
ErbB4 (HER4) (Jorissen et al., 2003). These receptors
share a similar domain structure, as illustrated in
Figure11.1.Theextracellulardomainofeachconsists
of four subdomains: ligand-binding domains L1
and L2, and two cysteine-rich domains C1 and C2.
L1 and L2 fold to form a ligand-binding pocket,
whereas the C1 and C2 domains contain disulphide
bonded modules and support the structure of the
ligand-binding regions (Garrett et al., 2002; Ogiso
et al., 2002). The C2 domain appears to be involved
in ensuring that the receptors are targeted to the
lipid raft sub-domains of the cell membrane, which
are regions rich in signalling molecules. Parts of the
C1domain are also involved in interactions between
two receptors present in a dimer. The receptors are
anchored in the membrane by means of a single
membrane-spanning region consisting of around
22 hydrophobic residues forming an a-helix. The
cytoplasmic domain of the receptors contains the
highly conserved kinase domain, which is respons-
ible for binding ATP and transferring phosphate

groups onto tyrosine residues of other receptors
and signalling molecules. In the case of ErbB3, the
kinase is inactive due to the substitution of critical
residues within the catalytic domain (Guy et al.,
1994). The juxtamembrane region is responsible for
binding proteins involved in receptor internaliza-
tion and sorting, and recruitment of some proteins
involved in downstream signalling (see below).
The C-terminal tail differs between each of the
receptors and is the main region responsible for
recruitment of signalling molecules.

11.2.2 Ligands

Eleven related ligands have been identified for
ErbB receptors, each containing an EGF-like
domain (Harris et al., 2003). These can be divided
into three categories on the basis of their receptor
binding specificity (Table 11.1). The first group
includes EGF, transforming growth factor alpha
(TGFa), epigen and amphiregulin, and bind select-
ively to EGFR. The second group comprising
betacellulin, heparin-binding EGF and epiregulin
also bind EGFR, but in addition can bind to ErbB4.
The third group, the neuregulins, do not bind
EGFR, but have different binding specificities for
ErbB3 and ErbB4. These can be divided into two
sub-groups; NRG-1 and NRG-2 bind ErbB3 and
ErbB4, whereas NRG-3 and NRG-4 bind exclus-
ively to ErbB4. ErbB2 does not bind directly to
any ligand.

L1 (1–151)

C1 (151–312)

L2 (312–481)

C2 (481–621)

Kinase (687–955)

C-terminus (955–1186)

Juxta-membrane
(644–687)

Figure 11.1 Domain structure of the EGF receptor. L1 and L2 refer to
ligand-binding domains, C1 and C2 indicate cysteine-rich domains.
Aminoacid residues are indicated in parentheses.

Table 11.1 EGF-related growth
factors and their receptors

Receptor Ligand

EGFR/ErbB1 EGF TGFa
Amphiregulin
Betacellulin
HB-EGF
Epiregulin

ErbB2 No ligand
ErbB3 NRG-1

NRG-2
ErbB4 Betacellulin

HB-EGF
Epiregulin
NRG-1
NRG-2
NRG-3
NRG-4
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EGFR binding ligands are all synthesized as
precursors which are transmembrane proteins with
a single membrane spanning segment. The mature
peptide is in each case cleaved from the extra-
cellular domain of the precursor by the action of
proteases, to release a soluble growth factor. In
the case of TGFa, the metalloprotease, tumour
necrosis factor alpha converting enzyme, (TACE or
ADAM17) has been shown by knock-out studies to
be involved in its processing (Sunnarborg et al.,
2002). This enzyme is most likely involved in the
processing of other EGF-like ligands. While TGFa is
rapidly cleaved at the membrane to produce a
soluble growth factor, one of the EGF-like ligands,
HB-EGF remains at the membrane in its precursor
form (pro-HB-EGF) for a longer time, such that the
majority of the protein remains at the cell surface
(Nanba and Higashiyama, 2004). All of the mature,
soluble EGF-like growth factors are characterized
by the presence of six conserved cysteine residues
in the consensus (CX7 CX4-5 CX10-13 CXCX8 C).
The cysteine residues form three disulfide bonds,
critical for function such that Cys1 forms a bond
with Cys3; Cys2 with Cys4, and Cys5 with Cys6.
The disulfide-bonded region is termed the EGF-like
motif. Of the EGF-like ligands, TGFa has most
frequently been the ligand implicated in cancer.
The neuregulins (NRGs) represent perhaps the

most complex family of all growth factors (Falls,
2003). Of this family, NRG-1 is the best character-
ized. NRG-1 is encoded by an enormous gene, some
1.4 megabases long. Through alternative splicing
and the use of more than one promoter at least
15 distinct protein products are produced from
this gene. NRGs can most simply be divided into
two groups depending on the presence of an
immunoglobulin-like domain in addition to the
EGF-like domain (Ig-NRGs), or the presence of an
additional cysteine-rich domain (CRD-NRGs). Of
the 11 Ig-NRGs, 7 are produced as type I transmem-
brane proteins (in common with the EGFR ligands
described above). Similarly the bioactive peptide is
shed by protein cleavage possibly involving the
metalloproteases ADAM17 andADAM19 (Montero
et al., 2000; Shirakabe et al., 2001). One Ig-NRG
splice variant is produced as a secreted form, the
remaining forms are unlikely to be released from the
cell, or to be bioactive. The distinguishing feature of
the CRD-NRGs, is the presence of a second mem-
brane localization sequence, such that the protein
spans the membrane twice, with both N- and
C-termini being cytoplasmic. While the EGF-like

domain is exposed, very little peptide is shed by
proteolytic cleavage such that the majority of the
peptide remains membrane-bound (Wang et al.,
2001). The presentation of these splice variants of
NRG-1 has important bearing on their biological
properties. While the majority of the Ig-NRGs are
produced as soluble peptides that can diffuse short
distances and can act either on the same cell or cell
type (i.e. in an autocrine fashion), or a different cell
type (paracrine signalling), CRD-NRGs can only
signal efficiently by direct cell–cell contact with the
receptor (juxtacrine signalling). Thus CRD-NRGs
perform an analagous role to proHB-EGF of the
EGFR binding ligands.

11.3 Receptor activation

It is generally accepted that ligand binding to a
receptor tyrosinekinase (RTK) leads todimerization,
or oligomerization, resulting in a conformational
change in the receptor which leads to activation of
the tyrosine kinase. In some cases, the ligand itself
is a dimer, as is the case for VEGF, and it is easy to
understand how ligand binding could promote
dimerization. In the case of EGF, and its related
growth factors, these are monomers, and it is only
recently that the crystal structure of ligand-bound
EGF receptor extracellular domains has shed light
on the mechanism by which dimerization is
enhanced upon ligand binding (Garrett et al., 2002;
Ogiso et al., 2002) (Figure 11.2). In the absence of
ligand, EGFR exists in an equilibrium between a
low-affinity monomer, and a high-affinity mono-
mer. In the low-affinity form, intramolecular
interactions occur between the C1 and C2 domains,
whereas in the high-affinity form, these interactions
are absent. Dimerization can occur between these
monomers in the absence of ligand, driven by
interactions between the kinase or transmembrane
domains. These dimers are not however activated
until a ligand binds. In the ligand-bound form, a
loop from one C1 ectodomain interlocks with a
pocket in the adjacent receptor C1 domain, thereby
stabilizing the dimeric form. This interaction is
necessary to promote a conformational change
required for activation of the RTK (Walker et al.,
2004). Some RTKs, such as the insulin receptor,
require phosphorylation of a critical tyrosine res-
idue with the activation loop of the kinase
for optimal kinase activity (Hubbard et al., 1998),
however this does not appear to be the case for
EGF receptor. Once activated, adjacent receptors
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cross-phosphorylate each other at distinct tyrosine
residues thereby initiating signalling pathways.

11.4 Heterodimerization

Dimerization between identical receptors is
referred to as homodimerization. In addition to
promoting homodimer formation, all ErbB ligands
are able to promote heterodimerization between
different receptors of the ErbB family. ErbB2 is the
preferred heterodimerization partner for all ErbB
receptors. In fact the most potent signalling dimer
is that containing ErbB2 and ErbB3. This is remark-
able as ErbB2 has no ligand and ErbB3 has no
catalytic activity. The reason that ErbB2 makes such
a good dimerization partner is that the ‘dimeriza-
tion loop’ that protrudes from the C1 extracellular
domain in a ligand-dependent fashion in the case
of EGFR, is permanently extended in the case of
ErbB2 (Garrett et al., 2003). Thus ErbB2 is able

to dimerize with any ligand-bound monomeric
ErbB receptor. When ErbB2 is overexpressed, as
occurs in certain tumours (see below) it is able to
spontaneously dimerize and become activated in a
ligand-independent fashion.

11.5 The role of tyrosine
phosphorylation

A major breakthrough in understanding how
RTKs signal was made in the early 1990s with
the discovery of structural modules termed SH2
(Src-homology-2) domains. SH2 domains are found
in a wide variety of proteins involved in signalling
and selectively bind to phosphorylated tyrosine
residues. The specificity of binding of distinct SH2
domains is determined by the sequence of amino-
acids surrounding the phosphotyrosine residue.
Generally it is the three residues C-terminal to the
phosphorylated tyrosine which determine binding

12 22 32 44 42

Inactive
monomers L1

L2

C1

C2 C2

C1

C1

C2

L1

L2 L2

L1

EGFR/ErbB3/
ErbB-4

+ligandNo ligand

Active dimers

Inactive
dimer

NRG-1, NRG-2

Overexpression?

11

2

ErbB2 1
3
4

1
3
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NRG-1
NRG-2

NRG-3
NRG-4
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Figure 11.2 Ligand-induced dimerization and activation of ErbB receptors. In the absence of ligand, intramolecular interactions between the
C1 and C2 domains of EGFR, ErbB3 and ErbB4 prevent exposure of dimerization loops, and maintain the receptors in an inactive state. Upon
ligand binding, dimerization loops within the C1 and C2 domains (represented by triangles) become exposed, facilitating either homo-, or
heterodimerization as indicated. In the case of ErbB2, dimerisation loops are exposed in the absence of ligand, enabling it to form dimers
with ligand-bound EGFR, ErbB3, and ErbB4. Overexpression of ErbB2 may facilitate spontaneous homodimerization and activation.
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specificity. This discovery led to the conceptual
breakthrough that the subset of pathways activated
by a receptor can be determined by its primary
aminoacid sequence. Subsequently the phospho-
tyrosine binding (PTB) domain was identified as a
phosphotyrosine interaction domain of quite dif-
ferent structure. In this case binding specificity is
determined by residues N-terminal to the phos-
phorylated tyrosine. The domain structure of vari-
ous signalling proteins is illustrated in Figure 11.3.
In the case of EGFR, five major autophosphoryl-

ation sites have been reported at tyrosines 992,
1068, 1086, 1148, and 1173. These act as docking
sites for a variety of signalling molecules illustrated
in Figure 11.4. Additional sites have been shown to
be phosphorylated by Src (Y891, Y920) (Stover et al.,
1995), and phosphorylation of Y1068 by Jak2 has
been shown to provide a cross-talk mechanism for
signalling via growth hormone (Yamauchi et al.,
1997). Of the proteins recruited to activated EGFR,
some are adaptor proteins, or scaffolds, which
assemble complexes of other active molecules on
the receptor. These include Grb2, Shc, Crk, Nck,

and Dok-R (Okutani et al., 1994; Hashimoto et al.,
1998; McCarty, 1998; Okabayashi et al., 1994; Jones
et al., 1999). Others possess enzymatic activity and
include non-RTKs such as Src and Abl (Zhu et al.,
1994; Stover et al., 1995); tyrosine phosphatases
PTB-1B and SHP-1 (Milarski et al., 1993; Keilhack
et al., 1998), Phospholipase C-g (Chattopadhyay
et al., 1999) and the GTPase activating protein
for Ras, p120 RasGAP (Serth et al., 1992). Once
bound to the activated receptor, some of the pro-
teins are themselves phosphorylated with a result-
ing increase in enzymatic activity (e.g. PLCg), or
phosphorylation of the bound protein creates a
further docking site for another protein (e.g. phos-
phorylation of Shc creates a docking site for Grb2).
The major pathways initiated by interactions with
EGFR will be considered below, and are reviewed
in detail elsewhere (Jorissen et al., 2003).

11.5.1 Ras-Raf-MAP kinase pathway

One of the major mitogenic signalling pathways
initiated by RTKs in the mitogen-activated protein
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Figure 11.3 Domain structure of selected signalling proteins. Proteins involved in cell signaling comprise various functional domains which
either possess catalytic activity (e.g. protein kinase; protein tyrosine phosphatase (PTP); X- and Y-box of phospholipase C) or are involved in
interactions with other proteins, lipids or ions. Src homology 2 (SH2) and phosphotyrosine binding (PTB) domains recognize motifs containing
phosphotyrosine; Pleckstrin homology (PH) domains are involved in protein–protein and protein–lipid interactions; SH3 domains recognize
proline-rich motifs RXLPPLPXX or XXXPPLPXR (where X is any aminoacid); EF-hand (EF) and C2 domains bind calcium ions; ring-finger domains
bind zinc ions; 4H domains contain four helices; RhoGAP domain has homology to Rho GTPase activating protein (GAP).
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(MAP) kinase pathway (Figure 11.5(a)). This path-
way is initiated by binding of either Grb2 or Shc to
the activated EGFR. Both Grb2 and Shc are modular
proteins comprising of protein–protein interaction
domains. Grb2 contains one SH2 domain which
binds either phosphorylated Y1068 or Y1086 of the
EGFR, and two SH3 domains. Shc contains one SH2,
one PTB and a collagen homology domain which
can be phosphorylated by the EGFR at three distinct
sites Y239, Y240, andY317. Phosphorylation of these
sites creates two potential p-YXN motifs which can
bind the SH2 domain of Grb2. Shc interacts pre-
dominantly with Y1173 and Y1148 of EGFR through
itsPTBdomain.ThusGrb2 canbindeitherdirectly to
the EGFR or indirectly through Shc. The N-terminal
SH3 domain of Grb2 constitutively associates with a
proline-rich sequence on the nucleotide exchange
factor, SOS, which regulates the activity of Ras
proteins. Thus when Grb2 associates with the EGFR
it brings with it the key regulator of the Ras-Raf-
MAP kinase pathway. Ras is a guanosine tripho-
sphate (GTP) binding protein, which is localized to
the plasma membrane by virtue of a fatty acid, far-
nesyl chain modification. In fact there are three
Ras genes KRAS, NRAS, and HRAS, which are
commonly mutated in cancer. In its inactive form,
Ras is bound to guanosine diphosphate (GDP).
Recruitment of SOS to activated EGFR places it in
close proximity to Ras, enabling it to catalyse the

exchange of GTP for GDP, converting Ras into
the GTP-bound active form. When Ras is in its
GTP-bound state, it is able to associate with the
serine-threonine kinase Raf-1. All three Ras proteins
(H-Ras, K-Ras, andN-Ras) are able to bindRaf-1 and
will be referred to collectively asRas. Binding of Raf-
1 to Ras leads to direct activation of Raf-1, but also
leads to changes in its phosphorylation state regu-
lated by other kinases and phosphatases. It has been
reported that in its inactive form Raf-1 is phosphor-
ylated at two serine residues (259 and 621) which
enable it to bind to 14-3-3 proteinswhich sequester it
in its inactive form.Displacement of 14-3-3 uponRas
binding permits dephosphorylation of these resi-
dues. Additional phosphorylation events have been
reported which lead to further activation of Raf-1,
including phosphorylation of serine 338, and tyr-
osine phosphorylation of residue 341 (Mason et al.,
1999; Sun et al., 2000). The best characterized targets
for phosphorylation by activated Raf-1 are the dual
specificity kinases MEK1 and MEK2. Both kinases
contain a proline-rich region which is thought to be
responsible for recognition by Raf proteins.MEK1 is
activated by phosphorylation at two serine residues
(S218 and S222) (Alessi et al., 1994). The dual spe-
cificity kinases MEK1 and MEK2 in turn phos-
phorylate and activate the MAP kinases, ERK1 and
ERK2, at threonine and tyrosine residues with a
conserved TEY motif in the activation loop. ERK1
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Figure 11.4 Binding of signalling proteins to phosphorylation sites on ErbB receptors. Some of the signalling proteins that have been
shown to bind specific phosphorylation sites of ErbB receptors are indicated. In the case of EGFR and ErbB2, autophosphorylation sites have
been mapped directly by in vivo labelling studies, whereas sites on ErbB3 and ErbB4 have been inferred by phosphopeptide competition
studies. Sites indicated in italics are phosphorylated by Src.
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Figure 11.5 Major EGF-regulated signalling pathways. (a) Adaptor proteins Grb2 and Shc are recruited to phosphtyrosine residues on activated
EGF receptor (1). Shc is phosphorylated by EGFR creating two further docking sites for Grb2. Grb2 is constitutively bound to the nucleotide
exchange factor SOS, thus recruitment of Grb2 to activated receptors brings SOS close to the membrane where it catalyses the guanine nucleotide
exchange on Ras. Activated Ras associates with Raf serine/threonine kinases, which require phosphorylation on tyrosine and serine
residues for optimal activity. Raf phosphorylates and activates the dual specificity kinases MEK1 and MEK2, which in turn phosphorylate, and
activate ERK1 and ERK2 on both a tyrosine and threonine residue. Active ERK undergoes dimerization and translocation to the nucleus where it
phosphorylates and activates transcription factors. (b) Activated EGFR (1) directly binds PLCg through either its N- or C-terminal SH2 domain,
and itself becomes phosphorylated on tyrosine. PLCg catalyses the conversion of phosphatidylinositol (PI) 4,5 bisphosphate to inositol
trisphospate (IP3) and diacylglycerol (DAG). DAG is an activator of protein kinase C (PKC), whereas IP3 stimulates the release of calcium ions from
intracellular stores thereby activating calcium-regulated enzymes. Phosphoinositide 3-kinase (PI 3K) is comprised of two subunits, an
inactive adaptor subunit, p85, and a catalytic subunit p110. PI 3K does not efficiently bind directly to EGFR. It is recruited indirectly via the adaptor
protein Gab1, which interacts with the SH3 domain of Grb2, or by binding to ErbB3 (3), which is a heterodimerization partner for EGFR.
Both Gab1 and ErbB3 contain multiple YXXM motifs which, when phosphorylated bind p85. PI 3K phosphorylates the 3-OH position of the inositol
ring of phosphatidlyinositol lipids, generating lipids that bind PH-domains. PDK-1 and PDK-2 are serine/threonine kinases activated by
PI (3,4,5) P3, which in turn phosphorylate, and activate the serine/threonine kinase Akt/PKB.



and ERK2 translocate to the nucleus where they
catalyse the phosphorylation of nuclear transcrip-
tion factors such as AP1, Sp1, E2F, Myc, and Elk-1
leading to increased transcription. ERK1 and 2 also
phosphorylate SOS leading to the dissociation of the
Grb2-SOS complex, thereby inactivating the initial
signal (Langlois et al., 1995).

Although Raf-1 was originally identified as the
major effector of Ras, partly due to the fact that it is
the most abundant, ubiquitously expressed form,
and partly due to experiments using dominant-
negative Raf-1 constructs to inhibit signalling
induced by active forms of Ras, there is increasing
evidence to suggest that the related B-Raf protein
may be the most important physiological regulator
of the Ras-Raf-MAP kinase pathway. Although
B-Raf is expressed at very low levels in many tis-
sues, its activity is disproportionately high. For
example, in mouse embryo fibroblasts where Raf-1
is expressed at high levels and B-raf protein is
barely detectable, B-Raf displays a much higher
level of biochemical activity (Huser et al., 2001).
Results from knock-out studies in mice suggest that
Raf-1 does not play a major role in normal cell
proliferation, but may be involved in protecting
cells from apoptosis, whereas B-Raf appears to be
the major regulator of ERK activity and associated
cell proliferation.

11.5.2 Phospholipid metabolism

Phospholipase C-g binds directly to activated EGFR
at tyrosine residues Y1173 and Y993, and is itself a
substrate for phosphorylation at Y771 and Y1254.
Once activated, PLCg catalyses the conversion of
PtdIns (4,5)-P2 to inositol (1,3,5) trisphosphate (IP3)
and diacylglycerol (DAG) (Figure 11.5(b)). DAG is
an activator of the serine-threonine kinase, protein
kinase C (PKC). PKC activates a number of signal-
ling pathways, including the MAP kinase pathway
through direct activation of Raf-1. IP3 induces
the mobilization of Ca2þ from intracellular stores,
resulting in the activation of Ca2þ/calmodulin
dependent-enzymes.

A second phospholipase, phospholipase D2
(PLD2) has also been shown to directly associate
with, and be activated by EGFR, although the
mechanism for association and activation remains
less clear. PLD2 catalyses the conversion of phos-
phatidylcholine into choline and phosphatidic acid
(PA). PA, and its metabolic product are important
second messengers (Houle and Bourgoin, 1999).

One of the most important phospholipid mod-
ifying enzymes in signal transduction downstream
of RTKs is phosphatidyl inositol 3 0 kinase Ia. Other
classes of phosphatidyl inositol 3 0 kinase exist with
different subunit composition and substrate speci-
ficity, but as they are not activated by RTKs, they
will not be discussed here. Phosphatidyl inositol
3 0 kinase Ia (hereafter referred to as PI3 kinase)
phosphorylates the 3 0 position of phosphatidyl
inositols to create phospholipids capable of bind-
ing protein domains. Specifically, PI3 kinase
catalyses the conversion of phosphatidylinositol
(4,5) bisphosphate to phosphatidylinositol (3,4,5)
trisphosphate (Figure 11.5(b)). The 5 0-phosphate
group is then hydrolysed through the action of
5 0-inositol phosphatases to generate PtdIns (3,4) P2.
Both of these lipid products bind PH domains. One
of the most important biological consequences of
this reaction is that it promotes the relocalization
of specific proteins containing PH domains to
various membrane compartments, most notably,
the plasma membrane. EGF is an important activ-
ator of PI3 kinase in cells, but in contrast to other
receptors, it does not associate directly with PI3
kinase. PI3 kinase consists of an adaptor subunit,
p85, and a catalytic subunit, p110 with lipid kinase
activity. It is the p85 subunit which contains an SH2
domain able to interact with phosphotyrosines in
the consensus sequence pYXXM. Following p85
binding to a phosphorylated receptor, or docking
protein, the p110 subunit is activated by an allosteric
mechanism.
EGFR utilizes two main indirect mechanisms for

activating PI3 kinase. The first of these mechanisms
involves an additional scaffold protein, Gab1
(Gu and Neel, 2003), which is able to bind to the
C-terminal SH3 domain of Grb2. Gab1 is termed a
scaffold as it is able to recruit multiple signalling
proteins but has no enzymatic activity itself. Gab1
contains a PH domain which binds to 3 0 phos-
phoinositides, multiple phosphorylation sites
which interact with SH2-domain containing pro-
teins and three prolyl-rich domains which interact
with SH3 domain-containing proteins. Following
recruitment to activated EGFR through Grb2, Gab1
becomes phosphorylated by the EGFR. Phosphor-
ylation permits the binding of PI3 kinase to phos-
phorylated YXXM motifs on Gab1. PtdIns (3,4,5)P3
at the membrane is then able to bind the PH
domain of Gab1, thereby promoting a more sus-
tained signalling event. Thus utilization of Gab1
permits the activation of additional signalling
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pathways by increasing the number of available
effector docking sites.
The second mechanism through which EGF pro-

motes activation of PI3 kinase is through hetero-
dimerization with the related erbB3 receptor. In
contrast to EGFR, erbB3 contains six potential p85
binding motifs, and is the major p85 binding
receptor (Prigent and Gullick, 1994).
The best characterized downstream mediator of

PI3 kinase activity is the serine/threonine kinase
Akt/PKB (Vanhaesebroeck and Alessi, 2000). This
kinase contains a PH domain and is recruited to
the membrane upon PI3 kinase activation where
it is phosphorylated and activated by another
PH-domain-containing kinase, PDK1. Akt is
involved in inhibiting the activity of proapoptosis
proteins such as BAD, Glycogen synthase kinase 3
and the forkhead transcription factor FKHR-L1,
thereby promoting cell survival. Another effect of
Akt activation is the downregulation of the cell-
cycle inhibitor p27, thereby promoting cell-cycle
progression and proliferation.

11.5.3 Other pathways

Although the precise details of activation are
unclear, there is abundant evidence in the literature
that non-RTKs such as Src are involved in EGFR
signalling and consequent induction of cell prolif-
eration (Leu and Maa, 2003). The physiological
binding site for Src on EGFR has not been defined.
However Src is able to phosphorylate EGFR at
two sites (Y891 and Y920), both of which are cap-
able of binding the Src SH2 domain. One of these
sites is also able to bind p85, but this does not
appear to be the main mechanism for activation of
PI3 kinase by EGFR. Another class of signalling
molecule involved in EGFR signalling are the
STAT transcription factors (David et al., 1996).
These transcription factors have a major role in
cytokine signalling where they are classically
activated by Janus kinases (JAKs). JAKs bind con-
stitutively to receptors such as growth hormone
receptor, which has no kinase activity of its own,
and are activated upon ligand binding to promote
phosphorylation of the receptor. STATs are then
recruited to the receptor through their SH2 domain,
phosphorylated by JAK enabling them to homo- or
heterodimerize and translocate to the nucleus
where they initiate transcription. GH activation of
JAK2 has been shown to lead to phosphorylation of

EGFR such that it is able to recruit Grb2 and initiate
the MAP kinase pathway, an example of transac-
tivation of an EGFR-mediated pathway by a dis-
tinct ligand/receptor family. Activation of STATs
by EGFR does not involve JAKs, and there are
reports which suggest that STATs are constitutively
bound to EGFR (Olayioye et al., 1999). It is not clear
whether they are phosphorylated and activated by
the EGFR itself, or Src kinase.

11.6 Signalling through ErbB2, ErbB3

As already mentioned, ErbB2 has no ligand and
therefore cannot signal on its own, unless expres-
sed at such high levels that it spontaneously
dimerizes. ErbB3 has no catalytic activity and
therefore requires a kinase-competent dimerization
partner to signal. Together, ErbB2/ErbB3 hetero-
dimers make a highly effective signalling dimer
(Citri et al., 2003). Transphosphorylation of ErbB3
by ErbB2 creates six binding sites for PI3 kinase and
potently activates this survival pathway, whereas
ErbB2 itself is not able to interact directly with p85.
ErbB2 on the other hand is able to potently activate
the Ras-MAP kinase pathway as it possesses sev-
eral Grb2 and Shc binding sites. ErbB3 can similarly
activate MAP kinase by interaction with the Shc
adaptor. The major downstream target of signalling
via ErbB2 is cyclin D1, which is critically involved
in progression through the G1/S phase of cell cycle
by activation of cyclin-dependent kinases CDK4
and CDK6. Cyclin D1 is transcriptionally upregu-
lated by E2F, Myc, and Sp1 transcription factors,
substrates of Erk1/2 MAP kinases. Thus the het-
erodimer of ErbB2/ErbB3 drives cell proliferation
though activation of the MAP kinase pathway, and
promotes cell survival and resistance to apoptosis
through very efficient activation of PI3 kinase. PLCg
is also activated by the heterodimer, by recruitment
of the enzyme to ErbB2.

As well as promoting optimal activation of all
major signalling pathways, an additional property
of ErbB2-containing heterodimers is their relatively
long half-life at the cell surface. This is a con-
sequence of a very slow rate of internalization
following ligand binding, resulting in more sus-
tained signalling (see below). An additional means
by which ErbB2 promotes optimal sustained sig-
nalling is by increasing the affinity of its dimer-
ization partner for ligand, again resulting in more
sustained signalling.
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An 85 kDa secreted ErbB3 ectodomain has
recently been described which is able to attenuate
signalling via ErbB2, ErbB3, and ErbB4 by seques-
tration of ligands (Lee et al., 2001).

11.7 ErbB4

ErbB4 is perhaps the least well characterized of the
ErbB receptors, and no unique signalling pathways
have been shown to be associated with this receptor
(Carpenter, 2003a). It possesses binding sites for
Shc and Grb2 suggesting that it signals through the
Ras/MAP kinase pathways and a single binding
site for p85, enabling it to activate PI3 kinase, albeit
less potently than ErbB3. A splice variant of ErbB4
lacks this p85 binding site, and presumably does
not signal though PI3 kinase. The JAK/STAT
pathway has also been shown to be activated down
stream of ErbB4. A unique feature of this receptor is
the regulation of its activity though proteolytic
cleavage of the extracellular domain (see below).

11.8 Switching off the signal

Following activation of ErbB kinases by ligand
binding, various mechanisms exist to terminate the
signals induced. One of the earliest feedback
mechanisms identified was the phosphorylation of
EGFR by PKC resulting in a reduced kinase activity
(Cochet et al., 1984). A more significant mechanism
for downregulation of EGFR activity is through
ligand-induced internalization, and subsequent
degradation (Lipkowitz, 2003). Although ErbB2,
ErbB3, and ErbB4 display a basal level of internal-
ization, this is not enhanced by the presence of
ligand. In contrast, binding of ligand to EGFR
results in rapid internalization followed, in general,
by degradation of the receptor and ligand. One of
the major proteins involved in this ligand-
stimulated degradation is the ubiquitin ligase Cbl,
which contains a PTB domain and binds to a subset
of RTKs including EGFR (Levkowitz et al., 1996).
Ubiquitin ligases catalyse the covalent attachment
of ubiquitin, a 76 aminoacid peptide, to specific
lysine residues on substrate proteins. Ubiquitin
molecules can be added individually resulting in
monoubiquitination, or as a chain of ubiquitin
molecules resulting in polyubiquitination. Classic-
ally polyubiquitination has been linked to protein
degradation via the proteasome. Monoubiquitina-
tion of EGFR has been shown to be sufficient for

internalization and degradation of the EGFR via
the lysosome (Haglund et al., 2003) (Figure 11.6).
Following ligand-induced autophosphorylation of
EGFR, Cbl is recruited to Y1045 via its PTB domain,
or it binds indirectly via Grb2. Once bound, Cbl is
phosphorylated by Src kinases which enhances its
binding to Grb2, and facilitates association with the
protein CIN85 and its constitutively bound partner
endophilin. Endophilins in turn have been shown
to bind a number of proteins involved in clathrin-
mediated endocytosis, including the GTPase
dynamin. Thus the Cbl initiated multi-protein
complex targets the EGFR to the machinery con-
trolling clathrin-mediated endocytois. Cbl catalyses
the ubiquitination of EGFR providing interaction
sites for two protein adaptors, Epsin and Eps15,
which contain ubiquitin-interaction motifs (UIMs).
Evidence suggests that these proteins have a role in
directing the EGFR to clathrin-coated pits. Inter-
nalized EGFR passes through three distinct endo-
cytic compartments: the early endosome, the late
endosome, and finally the lysosome. Cbl associa-
tion is required throughout the endocytic pathway
in order to target the receptor for degradation by
the hydrolytic enzymes in the lysosome. Interest-
ingly, the acid conditions within the early endocytic
vesicles result in the dissociation of the low-affinity
ligand TGFa from the EGFR, the release of Cbl, and
the subsequent recycling of EGFR instead of
degradation. Thus the ligand can influence the fate
of the receptor. Consequently, TGFa-induced sig-
nalling ismore sustained than that induced by other
EGF-like ligands, which may be the reason this
growth factor is most commonly overexpressed in
tumours. Receptors can also be ‘diverted’ to the
recycling pathway by PKC-induced threonine
phosphorylation. The reason that ErbB2, ErbB3,
and ErbB4 do not undergo ligand-induced inter-
nalization and degradation is that they do not
couple efficiently to Cbl.
Although ErbB4 does not undergo rapid ligand-

induced internalization, it displays a different, very
effective mechanism for terminating signals. The
120 kDa extracellular domain is shed from the cell
surface following stimulation with NRG-1, by a
mechanism involving the metalloproteinase, TACE
(also involved in the processing of EGF-like
ligands), leaving an 80 kDa, membrane-associated
cytoplasmic domain. A second protease g-secretin
cleaves the 80 kDa truncated receptor within the
membrane, releasing it into the cytosol. This sol-
uble ErbB4 cytoplasmic domain has been shown to
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translocate to the nucleus, though its function there
is unclear (Carpenter, 2003b).
Tyrosine phosphatases associated directly with

EGFR (SHP-1, PTP1B) or indirectly via the adaptor
Gab1 (SHP-2), might be expected to have a role in
dephosphorylation and switching off receptor sig-
nalling. While there is some evidence that SHP-1
negatively regulates EGFR signalling (Keilhack
et al., 1998), most of the evidence for SHP-2 sug-
gests that it is a positive effector of EGF signalling
and enhances MAP kinase activation. The mech-
anism by which SHP-2 increases MAP kinase
activation has recently been shown to involve the
dephosphorylation of Y992 of EGFR, the binding
site for RasGAP, a negative regulator of Ras activity
(Agazie and Hayman, 2003). Failure to recruit
RasGAP results in an increase in Ras activity and
activation of the MAP kinase pathway.
An important enzyme involved in termination of

signalling via the PI3 kinase pathway is the tumour

suppressor PTEN (phosphatase and tensin homo-
logue deleted on chromosome 10). PTEN is a lipid
phosphatase that dephosphorylates the 3 0 phos-
phate of PtdIns (3,4,5) P3 and PtdIns (3,4) P2.
Effectively this protein switches off the PI3 kinase
pathway.

11.9 Activation of ErbB receptors
in cancer

The observation that altered signalling through
EGF receptors is involved in cancer progression
was first suspected when v-erbB, one of the onco-
genes carried by the avian erythroblastosis virus
was shown to encode a homologue of the human
EGFR (Downward et al., 1984). Shortly thereafter
an oncogenic form of rat ErbB2 (NeuT), which
contained a point mutation within the transmem-
brane domain, was identified in animals treated
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Figure 11.6 Ligand-induced EGFR downregulation. Following ligand binding, the E3 ubiquitin ligase, Cbl, is recruited to Y1045 of the EGFR,
and in association with the E2 conjugating enzyme, catalyses the ubiquitination of the EGFR, and subsequent internalization and
degradation. CIN85 and its associated endophilins, and Eps15 are involved in growth factor receptor internalization, the former through
interaction with Cbl, the latter through interaction with ubiquitin. Phosphorylation by protein kinase C (PKC), stimulates recycling of EGFR
from the early endosome.
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with a carcinogen (Bargmann et al., 1986). Although
mutations corresponding to either of the mutations
in v-erbB, or NeuT do not exist in human cancers,
activation of signalling pathways downstream of
ErbB receptors has been linked to many different
tumours. Of the ErbB receptors, evidence is most
compelling for a role for EGFR and ErbB2 in cancer
progression (Holbro et al., 2003). In addition to
promoting tumour cell growth and inhibiting
apoptosis, activation of ErbB-induced signalling
pathways has been shown to result in an upregula-
tion of matrix metalloproteases MMP2 and MMP9
involved in proteolysis of the extracellular matrix
and invasion (O-charoenrat et al., 2000), and in
the induction of expression of angiogenic growth
factors such as VEGF-A (Petit et al., 1997). Various
mechanisms exist for upregulation of ErbB-
controlled pathways including receptor over-
expression, often together with ligand; activating
mutations of the receptor or downstream effector;
or an inactivating mutation affecting a negative
regulatory pathway.

The most common mechanism by which EGFR
contributes to cancer is through overexpression,
frequently along with one of its ligands, TGFa or
EGF. Overexpression of EGFR is found in a pro-
portion of tumours, particularly those of the breast,
head and neck, and lung, either as a consequence of
gene amplification, or more commonly due to
increased mRNA production. Co-expression of
TGFa and EGFR is associated with poor patient
prognosis in invasive breast carcinomas. Several
different mutant EGFRs have been identified in
human tumours, the most common of which
involves deletion of exons 2–7 from the extra-
cellular domain (Kuan et al., 2001). This results in
the deletion of residues 6–273 of the mature poly-
peptide, and the expression of an EGFR mutant
(EGFRvIII) that cannot bind ligand, but is con-
stitutively active due to a presumed conformational
change. EGFRvIII was first identified in human
glioblastomas, where it is observed in about
40–50% of advanced cases, but has since been
described in cancers of the breast, lung and ovary,
albeit at lower frequency. Expression of the
EGFRvIII in cultured fibroblasts leads to cell
transformation that is dependent upon PI3 kinase
activity, but independent of ERK activity. Interest-
ingly, the ERK-related stress-activated kinase, Jun
N-terminal kinase, is constitutively activated in
EGFRvIII transformed fibroblasts. In addition to
being constitutively active, the mutant receptor has

a reduced ability to recruit Cbl, and CIN85, and
does not undergo ubiquitination or internalization
(Schmidt et al., 2003). Escape from Cbl-mediated
downregulation is an emerging theme for onco-
genic deregulation of other receptor tyosine kinases
(Peschard and Park, 2003).
ErbB2 is dramatically overexpressed in 20–25%

of breast cancers as a result of gene amplification.
This overexpresion correlates with poor tumour
prognosis and resistance to chemotherapeutic
agents. Overexpression is also observed in cancers
of the ovary, bladder and stomach. Overexpression
most likely leads to transformation by spontaneous
formation of receptor homodimers with elevated
kinase activity. In addition ErbB2-induced trans-
formation probably results from signalling through
ligand-dependent heterodimerization with EGFR,
ErbB3, or ErbB4. Heterodimer formation with
EGFR results in prolonged signalling as the het-
erodimer displays a slower rate of internalization,
and diversion of EGFR to the recycling pathway
rather than the degradation pathways.
ErbB3 and ErbB4 are expressed in a range of

cancers including those of the breast, ovary, lung,
skin, and gastrointestinal tract. ErbB3 shows
enhanced tyrosine phosphorylation in tumours
co-expressing ErbB2, and it is tempting to speculate
that activation of ErbB3 via ErbB2 contributes to the
transformation. The role of ErbB4 in cancer is the
least well defined. Of particular interest is its role in
paediatric brain tumours, where it is frequently
co-expressed with ErbB2 (Gilbertson et al., 1997).
Co-expression of the two receptors correlates with
enhanced tumour proliferation and reduced
patient survival.
Mutations in various signalling proteins down-

stream of the ErbB receptors contribute to tumor-
igenesis independently, or in co-operation with
active ErbB signalling pathways. Mutations can
activate components of the Ras/Raf/MAP kinase
pathway leading to enhanced cell proliferation, or
affect the regulation of the PI3 kinase/Akt pathway
resulting in enhanced survival and resistance to
apoptosis. Mutations in one of the three Ras genes
HRAS, NRAS, or KRAS have been identified in
around 30% of human tumours. KRAS mutations
are the most common and are found in 70–90% of
pancreatic adenocarcinomas, 50% of colon carci-
nomas and 25–50% of lung adenocarcinomas.
Three codons (codons 12, 12, and 61) are affected by
missense mutation, all of which result in the
expression of mutant Ras proteins with increased
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levels of bound GTP, which are able to
constitutively activate downstream signalling
pathways. Downstream of Ras, activating muta-
tions of the B-Raf kinase have been identified in a
high percentage of malignant melanomas, and a
proportion of colorectal cancers. Similar mutations
in Raf-1 have yet to be identified. The predominant
mutation involves the replacement of a glutamate
residue for a valine residue within the activation
segment of the kinase. This aminoacid substitution
introduces a negative charge which is thought to
mimic the activated form of B-Raf when it is
phosphorylated on threonine 598 and serine 601
(Mercer and Pritchard, 1993).
Defects in the lipid phosphatase, PTEN, result in

unchecked signalling via Akt and PDK1, as a result
of an accumulation of PtdIns (3,4,5) P3. PTEN is a
tumour suppressor protein located on chromosome
10q23.3. Somatic mutations in PTEN occur in a
wide variety of sporadic tumours, most commonly
in endometrial carcinomas and glioblastomas.
Germline mutations in PTEN give rise to a variety
of syndromes. Of particular note is Cowden dis-
ease, in which patients display an increased sus-
ceptibility to various cancers, including breast,
thyroid, and endometrial carcinomas (Eng, 2003).

11.10 VEGF and its receptors

It has been accepted since the 1970s that tumour
growth is dependent upon vascularization to sup-
ply oxygen and nutrients to the growing tumour
(Folkman, 1990). For vascularization to occur, the
nearest vessel or capillary needs to become desta-
bilized so that the endothelial cells lining the vessel
can loosen from their neighbours, migrate through
the extracellular matrix towards the tumour, and
redifferentiate into mature vessels. This process is
termed angiogenesis and is described in more
detail in Chapter 17. In this chapter we will focus
on the key signalling events involved, and how
interference with this signalling process can pro-
vide an attractive target for anti-cancer therapy.
Possibly the most important regulator of angio-

genesis is VEGF (Ferrara et al., 2003; Cross et al.,
2003). VEGF was first identified as a vascular per-
meability factor which promotes the leakage of
plasma proteins, such as fibrinogen, into the extra-
cellular spaces. It is proposed that this provides a
provisional matrix that promotes the migration of
endothelial cells. Since the identification of a

number of related factors, VEGF is now commonly
referred to as VEGF-A. VEGF-A binds to two rela-
ted RTKs, VEGFR-1 (also known as Flt-1), and
VEGFR-2 (also known as KDR, kinase domain-
containing receptor, in humans, and Flk-1, fms-like
kinase 1, in mice). VEGFR-1 is also a receptor for
two related growth factors, VEGF-B and placental
growth factor (PlGF, or sometimes called PGF).
VEGFR-2 is a receptor for VEGF-C and VEGF-D
(at least in humans, but not mice). VEGFR-1 and
VEGFR-2 are expressed almost exclusively in
endothelial cells lining blood vessels. A third VEGF
receptor, VEGFR-3 (or Flt-3), binds VEGF-C and
VEGF-D, and has been predominantly implicated
in the process of lymphangiogenesis. This complex
series of receptor–ligand interactions is illustrated
in Figure 11.7. A soluble, secreted VEGFR-1 pro-
tein has also been described. A number of other
co-receptors have been reported tomodulate signal-
ling through VEGFR-2 including VE-cadherin, avb3
integrin, and neuropilin-1 and -2 (Soker et al., 1998;
Rahimi et al.,1999; Borges et al., 2000). VE-cadherin
is a cell–cell adhesion molecule which may neg-
atively regulate the activity of VEGFR-2 in densely
growing cells in culture. avb3 integrin binds
components of the extracellular matrix and
is upregulated in endothelial cells undergoing
angiogenesis. avb3 integrin has been detected in
complexes with VEGFR-2, and been shown to
potentiate VEGFR-2 signalling. Neuropilin-1 and -2
are transmembrane proteins with short cyto-
plasmic tails, and no catalytic activity. They bind
several VEGF-like ligands and are thought to
enhance VEGFR signalling by presenting the ligand
to the receptor in an efficient way. Neuropilins are
able to bind PDZ-domain-containing proteins, and
may have an independent signalling role, though
this has yet to be defined.

Of the VEGFs, VEGF-A is still thought to be the
most important regulator of angiogenesis. This
information is partly due to the results of gene
knock-out studies, where even the heterozygous
mouse dies from severe vascular abnormalities,
providing a rare example of a half-dosage effect
(haploinsufficiency) causing embryonic lethality
(Ferrara et al., 1996). In contrast, mice containing a
targeted deletion of VEGF-B or PlGF (ligands for
VEGFR-1) have very modest defects. The VEGF-B
knock-out mice have small hearts, suggesting a
possible role in cardiac angiogenesis, while the PlGF
knock-out mice are overtly normal. Interestingly,
while embryonic development is normal in mice
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lacking PlGF, they dodisplaydefects in pathological
angiogenesis in the adult mouse, for example hav-
ing an impaired angiogeneic response to ischaemia
(Carmeliet et al., 2001). This suggests that signal-
ling through VEGFR-1 may be more important
during pathological angiogenesis. Overexpression
of VEGF-C in transgenic mice results in lymphatic
hyperplasia, consistent with the fact that this ligand
binds VEGFR-3, the expression of which is predom-
inantly restricted to lymphatic endothelial cells.

VEGF-A expression is predominantly regulated
at the transcriptional level through the transcrip-
tion factor hypoxia inducible factor (HIF-1) (Safran
and Kaelin, 2003). HIF-1 is composed of two sub-
units, a and b, both of which are required for its
function. While the b-subunit is a stable protein, the
a-subunit is rapidly degraded under normoxic
cellular conditions. The oxygen-sensing mechan-
ism controlling HIF-1a expression and activity
has recently been shown to involve two oxygen-
sensitive enzymes, a prolyl hydroxylase of the
EGLN family, which hydroxylates two proline
residues at positions 402 and 564 within the oxygen
destruction domain; and an asparaginyl hyroxylase
(FIH1) which hyroxylates HIF-1a at position 803
within the C-terminal transactivation domain. The
hydroxylation reaction performed by both enzymes
involves the splitting of molecular oxygen, thus
both are highly sensitive to oxygen concentration.

Hydroxylation of prolines 402 and 564 results in the
binding of the Von Hippel Lindau (VHL) protein, a
ubiquitin ligase, which polyubiquitinates HIF-1a
and targets it for degradation via the proteasome.
Thus under normoxic conditions HIF-1a is rapidly
destroyed. Under hypoxic conditions, such as
those that occur in the centre of a growing tumour
more than 1 mm away from a blood vessel, prolyl
hydroxylase activity is switched off, HIF-1a is no
longer able to bind VHL and therefore accumulates
within the cell. Translocation to the nucleus results
in transcriptional activation via complex formation
with HIF-1b (Figure 11.8). While prolyl hydro-
xylation regulates HIF-1a expression, activity of
HIF-1a is controlled by aspariginyl hydroxylation
of the C-terminal transactivation domain, as tran-
scriptional co-activators such as p300 and CBP, are
unable to bind to hydroxylated HIF-1a.
In addition to VEGF-A mRNA being tran-

scriptionally upregulated by hypoxia, there is
evidence that VEGF-A mRNA stability is also
enhanced under hypoxic conditions, although the
RNA-binding proteins involved have not been
fully characterized (Levy et al., 1996). Expression
of VEGF-A at the protein level also requires an
additional level of complexity, as normal CAP-
dependent translation mechanisms are switched off
under hypoxic conditions. Translation of VEGF-A
is made possible under these conditions as the
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Figure 11.7 VEGF ligands and receptors. The binding-specificty of six VEGF receptor ligands (VEGF-A-E, PlGF) is indicated. Neuopilin-1
and -2 (NP1/2) are co-receptors which bind selectively to certain VEGF isoforms and potentiate signalling through VEGF receptors.
avb3 integrin and VE-cadherin have been reported to associate with VEGFR-2 and enhance signalling through this receptor.
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VEGF-A mRNA has a long, GC-rich structured
5 0UTR, containing an internal ribosome entry seg-
ment (IRES) which permits translation even under
conditions where CAP-dependent translation is
switched off (Lang et al., 2002).

11.10.1 VEGF-A signalling

VEGF-A signals through two related RTKs:
VEGFR-1 and VEGFR-2. Both receptors are
characterized by their possession of seven
immunoglobulin-like domains in the extracellular
region, a single membrane-spanning domain and a
cytoplasmic region containing the tyrosine kinase
domain. The kinase domain contains an insert
region, in common with members of the platelet-
derived growth factor (PDGF) receptor family.
VEGFR-1 has a 10-fold higher affinity for VEGF-A
than VEGFR-2, but a 10-fold lower catalytic activ-
ity. Knock-out studies in mice have established that
both receptors are essential for embryonic devel-
opment, the absence of either receptor resulting in

embryonic lethally due to vascular defects (Shalaby
et al., 1995; Fong et al., 1995). The role of each
receptor during development appears to be distinct
since in mice lacking VEGFR-1, endothelial cells
are produced, but overproliferate and fail to
organize themselves into vessels, whereas in the
VEGFR-2 knock-out mouse, endothelial cell pre-
cursors fail to form altogether. Interestingly, a
transgenic mouse which expresses only the extra-
cellular and transmembrane domain of VEGFR-1,
and lacks the catalytic domain, shows no striking
defects in vascularization, the mice are healthy,
and show only a subtle defect in monocyte migra-
tion. This observation has led to the notion that
VEGFR-1 may not have a classical signalling role
during embryonic angiogenesis, but may instead
regulate the activity of VEGFR-2, for example by
regulating the availability of VEGF-A. Deletion of
the VEGFR-1 kinase domain (Hiratsuka et al., 2001),
or inhibition of ligand binding using antagonists
(Luttun et al., 2002) result in impaired pathological
angiogenesis suggesting a signalling role in the
adult.
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11.10.2 VEGFR signalling pathways

As already discussed, signalling downstream of
RTKs involves ligand binding, dimerization,
autophosphorylation and the recruitment of sig-
nalling molecules containing SH2 or PTB domains.
Various approaches have been used to identify
proteins interacting with the cytoplasmic domain
of VEGFRs that may be involved in signalling.
These include the use of synthetic phosphopeptides
corresponding to potential autophosphorylation
sites to purify proteins from cell extracts and the use
of the cytoplasmic domain of VEGFR-1 or VEGFR-2
as bait proteins to screen yeast two-hybrid libraries.
Several potential effectors have been identified in
this way as illustrated in Figure 11.9, though
their biological relevance is not clear in all cases
(Cunningham et al., 1997; Igarashi et al., 1998a, b;
Ito et al., 1998; Warner et al., 2000; Wu et al., 2000).

Investigators have used many different cell mod-
els to delineate the pathways downstream of
VEGFR-1 and VEGFR-2, sometimes yielding con-
flicting results. These include the use of primary
endothelial cells, fibroblasts or porcine aortic endo-
thelial cells transfected individually with VEGFR-1,
or VEGFR-2, and engineered chimeric VEGFRs that
can be regulated in a VEGF-independent fashion.
Early results suggested that VEGFRsmay signal dif-
ferently in fibroblasts and endothelial cells suggest-
ing the existence of endothelial cell-specific effectors.
Despite extensive efforts, such endothelial-cell
selective proteins have remained elusive, and
it appears that the major pathways used by
other RTKs, such as EGFR, are the ones utilized by

VEGFRs, though their mechanisms of activation
differ in detail (Figure 11.10). VEGF-induced PI3
kinase activation is essential for survival and
migration of endothelial cells (Qi et al., 1999). The
p85 subunit of PI3 kinase is phosphorylated in
response to VEGF (Thakker et al., 1999) and
activation of the enzyme has been identified in
many endothelial cells of different origin. Activa-
tion has generally been attributed to VEGFR-2, and
indeed a repressor segment has been reported in the
juxtamembrane domain of VEGFR-1 which may
negatively regulate its activity towards PI3 kinase
(Gille et al., 2000). Interestingly however, VEGFR-2
does not possess a p85 interaction motif, and it is
not clear how it is recruited, or activated by the
receptor. In analogy with the ErbB receptors, when
co-expressed, VEGFR-1 could act as a dimerization
partner and, once phosphorylated by VEGFR-2,
provide the docking site for p85. Indeed, VEGFR-1
has been shown to bind p85 in yeast (Igarashi et al.,
1998a), and to activate the downstream kinase, Akt,
using chimeric cytoplasmic receptors activated by
dimerization (Knight et al., 2000). Deletion of the
cytoplasmic domain of VE-cadherin has been
shown to result in impaired VEGF-induced PI3
kinase activation and cell survival (Carmeliet et al.,
1999), and complex formation between focal adhe-
sion kinase and PI3 kinase in response to VEGF has
also been reported (Qi and Claesson-Welsh., 2001).
Whatever the initial mechanism of activation, the
downstream effects of PI3 kinase activation are
similar to those described for EGFR signalling.
Many studies have shown phosphorylation

and activation of PLCg in response to VEGF in
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Figure 11.9 Binding of SH2-domain proteins to
VEGFR-1 and VEGFR-2. Binding sites for various
adaptor proteins (black circles), and enzymes
involved in cell signalling (white circles) are indicated.
Many of these interactions have been reported in
yeast two-hybrid studies, or through binding to
phosphopeptides, and consequently their
significance in vivo is not completely established.
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endothelial cells. While this enzyme can bind both
VEGFR-1 and VEGFR-2 in yeast, VEGFR-2 appears
to be the physiological regulator. Recruitment of
PLCg to VEGFR-2 initiates the classical signalling
pathway described for EGFR. A potentially novel
mechanism by which VEGFR-2 has been reported
to activate PLCg is through phosphorylation of the
intermediate VEGF-associated protein, VRAP (Wu
et al., 2000). The role of VRAP in VEGF-A signalling
is poorly defined, but is analagous to that of Gab1
in EGFR signalling.

Activation of theMAPkinase pathway is required
for proliferation in response to most growth factors.
Indeed the Raf-MEK-ERK pathway is activated
downstream of VEGFRs, but, as is the case for PI3
kinase, the mechanism by which the pathway is
initiated is incompletely defined. The majority of
evidence suggests that activation is downstream of
PKC, as inhibitors of PKC block VEGF-A-induced
ERK activation, DNA synthesis and proliferation
(Takahashi et al., 1999). Shccanbephosphorylated to
a limited extent in cells engineered to overexpress
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Figure 11.10 VEGF receptor signalling pathways in vascular endothelial cells. VEGFR-2 is activated more potently upon ligand binding than
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action of VEGF-A. Activation of Akt downsteam of PI 3K is involved in survival signalling through phosphorylation and inactivation of the
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VEGFR-2, and under these conditions Shc forms
complexes with Grb2. There is however no direct
evidence that the Shc-Grb2 complex is involved in
the activation of Ras in endothelial cells. The related
Shc-like adaptor, Sck, has been shown to bind
VEGFR-2 more efficiently than Shc in yeast. Muta-
tion of its binding site on VEGFR-2 does not inhibit
ERK activation suggesting that this adaptor does not
have a primary role in regulating ERK activity
(Knight et al., 2000). In addition to ERK, the related
stress-activated MAP kinase p38 is activated by
VEGF, probably through VEGFR-2, and is involved
in endothelial cell motility. This effect probably
involves the downstream effector of p38, HSP27,
which is an actin-polymerizing factor.

While VEGFR-1 has the potential to associate
with many signalling proteins in vitro, or in yeast
two-hybrid assays, the signalling role of this recep-
tor in intact endothelial cells has proved difficult to
define. A recent report suggests that VEGFR-1 may
have an important role in transactivation of
VEGFR-2 by enhancing its phosphorylation and
angiogenic activity (Autiero et al., 2003). This cross-
talk can be mediated by VEGFR-1 homodimers
when activated by PlGF, or by VEGFR-1 present
within VEGFR-1/VEGFR-2 heterodimers, activated
by VEGF/PlGF dimers. Interestingly these investig-
ators demonstrated that PlGF and VEGF induce
phosphorylation of distinct sites within VEGFR-1
suggesting that different ligands can activate dis-
tinct signalling pathways through the same recep-
tor, possibly having quite different consequences.

The downregulation of VEGFR signalling is less
well characterized than for ErbB receptors, how-
ever there is evidence that the ubiquitin ligase Cbl
is involved in the degradation of both VEGFR-1
and VEGFR-2 (Duval et al., 2003).

11.10.3 VEGF and its receptors in cancer

VEGF receptors are expressed in normal endothe-
lial cells in the blood vessels supplying the tumour.
No naturally occurring VEGF receptor mutations
have been identified predisposing individuals to
cancer. VEGF-A is upregulated as a consequence of
the low oxygen tension within tumours, providing
a sensitive mechanism for ensuring blood vessel
growth when vascularization is deficient. The
VEGFR-1 promoter (but not that of VEGFR-2) also
possesses a binding site for HIF-1 and is upregu-
lated by hypoxia (Gerber et al., 1997). Thus upre-
gulation of VEGFR-1 within the hypoxic tumour

vasculature may potentiate signalling through
VEGFR-2, and angiogenesis. Certain tumours, such
as hypervascular renal cell carcinomas also express
high levels of the VEGFR-1 selective ligand PlGF,
though upregulation in this case is independent of
hypoxia (Takahashi et al., 1994). Signalling viamany
growth factors, including EGF and TGFa, leads to
an induction of VEGF-A mRNA. Thus hyperactiva-
tion of ErbB pathways in many tumours will lead to
increased VEGF-A expression and angiogenesis.
Oncogenic mutation, or amplification of compo-
nents of the EGFR signalling pathway, such as
Ras, also leads to increased VEGF-A expression
(Kranenburg et al., 2004).
One cancer syndrome associated with high levels

of VEGF expression is VHL disease. This syndrome
is the result of germline mutations in the VHL gene
predisposing patients to a variety of benign and
malignant tumours of the CNS, kidneys, adrenal
glands, pancreas, and reproductive adnexal organs
(Lonser et al., 2003). These tumours are character-
ized by their highly vascular properties. Defects
in the VHL protein most likely result in an inability
to ubiquitinate HIF-1a, thus rendering it insensitive
to degradation under normoxic conditions.
Unregulated expression of active HIF-1 permits
sustained expression of VEGF-A and enhanced
angiogenesis.

11.11 Targeting RTKs as a therapeutic
strategy for the treatment of cancer

The overwhelming evidence that EGFR and ErbB2
contribute to the growth and survival of tumours
has led to intensive efforts to develop inhibitors of
these kinases for therapeutic use. This approach is
possible as the function of both receptors is dis-
pensible in normal adult tissues. An obvious limita-
tion is that such inhibitors will, at best, only be
effective in those cancers where abnormalities in
ErbB signalling have an essential role in the growth
and survival of the tumour cells. The VEGFRs on
the other hand contribute to the growth of virtually
all tumours, as their action is necessary for pro-
moting angiogenesis and essential for tumour
expansion and metastasis. Moreover, in normal
healthy adults, the process of angiogenesis is lim-
ited to wound healing, and the female reproductive
cycle, thus it should, at least in theory, be possible
to inhibit tumour angiogenesis without affecting
normal tissues. The identification of VEGFR-2 as a
pivotal regulator of angiogenesis has prompted
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extensive efforts to develop therapeutic agents able
to interfere with its signalling ability.

11.12 Approaches targeting EGFR
and ErbB2

Many agents are currently in clinical trials, the most
promising of these being antibodies directed
towards the extracellular domain of the RTKs, or
small molecule inhibitors of tyrosine kinase activity
(see Table 11.2) (Grunwald and Hidalgo, 2003;
Bennasroune et al., 2004; Dancey, 2004). Cetuximab
(C225) and ABX-EGF are both humanized mono-
clonal antibodies (mAbs) directed towards the
extracellular domain of EGFR. C225 and ABX-EGF
both inhibit binding of EGF and TGFa to EGFR, and
stimulate its dimerization and downregulation.
Several studies using cultured tumour cells, have
demonstrated that these antibodies inhibit EGFR
signalling causing an induction of the cell cycle
inhibitor p27, inhibition of Cdk2, and arrest in the
G1 phase of the cell cycle. The binding of antibodies
to tumour cells in vivo, may also facilitate recruit-
ment of immune effector cells and subsequent
tumour cell destruction. Herceptin (Trastuzumab),
an antibody targeting the extracellular domain of
ErbB2, has already been approved for treatment of
breast cancer. As observed for the anti-EGFR
mAbs, Herceptin functions by inducing endocytic
downregulation of ErbB2 by a process that may
involve Cbl, and induces the expression of p27 and
consequent cell cycle arrest. Another anti-ErbB2
antibody, Pertuzamab (Omnitarg, 2C4), which tar-
gets a different region of the extracellular domain,
sterically blocks dimerization of ErbB2 with EGFR
and ErbB3 and blocks signalling from these het-
erodimers. Studies in cultured cells suggest that
Herceptin and Pertuzamab may act in synergy to

inhibit the survival of breast cancer cells (Nahta
et al., 2004). An interesting possibility for the
treatment of cancers expressing the EGFRvIII
mutant involves the generation of antibodies spe-
cifically recognizing the novel epitope sequence
produced by the deletion of aminoacids 6–273. Pre-
clinical studies using such an antibody, mAb-806,
have shown promise in reducing the growth of
tumour xenographs expressing the mutant receptor
(Luwor et al., 2001).

Small molecule inhibitors of EGFR and ErbB2 are
also being developed and evaluated in clinical
trials. This strategy exploits subtle differences in
the structure of ATP-binding sites of different
RTKs, and aims to develop receptor-specific com-
petitive or irreversible inhibitors of ATP binding.
The most promising inhibitor of EGFR, Iressa
(ZD1839), has been approved in Japan for treat-
ment of non-small cell lung cancer. Inhibition of
EGFR with Iressa induces apoptosis of mammary
epithelial cells by inhibiting phosphorylation of
the proapoptosis mediator BAD. Interestingly,
low doses of Iressa also inhibit phosphorylation
of ErbB2 in breast cancer cells overexpressing this
receptor. This inhibitory effect occurs at doses
which do not affect the ErbB2 kinase directly,
suggesting that it is the transactivation of ErbB2 by
EGFR that is inhibited. An irreversible inhibitor of
ErbB2, CI-1033, displays an interesting mechanism
of action, in that it modifies a cysteine residue in
ErbB2 thereby disrupting association with the
chaperone Hsp90 leading to ErbB2 degradation
(Citri et al., 2002).

11.13 Approaches targeting VEGFR-2

VEGFR-2 is generally considered to be the most
important receptor for mediating proliferation and

Table 11.2 Drugs targeting EGFR, ErbB2, and VEGFR-2

Target Drug Mode of action Company Stage of development

EGFR ABX-EGF mAb against EGFR Abgenix Phase II
EGFR Cetuximab (C225) mAb against EGFR ImClone systems Phase III
EGFR Iressa (ZD1839) Inhibitor of EGFR kinase AstraZeneca Approved in Japan for some cancers
EGFRvIII mAb-806 mAb against mutant EGFR LICR pre-clinical
ErbB-2 Herceptin (Trastuzumab) mAb against ErbB-2 Genentech Approved for breast cancer
ErbB-2 Pertuzumab mAb against ErbB-2 Genentech Phase I
VEGF Bevacizumab (Avastin) mAb against VEGF-A Genentech Phase III
VEGFR-2 SU5416 Inhibitor VEGFR-2 kinase SUGEN Phase II
VEGFR-2 SU6668 Inhibitor VEGFR-2 kinase SUGEN Phase I
VEGFR-2 ZD6474 Inhibitor VEGFR-2 kinase AstraZeneca Phase II
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migration of endothelial cells. Studies in the early
1990s provided the first direct evidence that
inhibition of VEGFR-2 action could interfere with
tumour growth in mice, by inhibition of angio-
genesis. In these studies the action of VEGF was
prevented through use of VEGF sequestering anti-
bodies, or viruses encoding dominant-negative
VEGFR-2 proteins to block the activation of
VEGFR-2 (Kim et al., 1993; Millauer et al., 1994). As
for the ErbB receptors, current strategies under
development for cancer therapy involve mono-
clonal antibodies and tyrosine kinase inhibitors
(Sridhar and Shepherd, 2003). Bevacizumab
(Avastin), is an antibody against VEGF-A that
inhibits its binding to VEGFR-2, and subsequent
signalling. In clinical trials, this antibody has been
shown to reduce serum VEGF levels to undetect-
able levels. It is currently under evaluation for the
treatment of lung, breast, prostate, colorectal,
and renal cancers. A number of small molecule
VEGFR-2 kinase inhibitors are also undergoing
clinical evaluation. These differ with respect to
their inhibitory activity towards other RTKs.
SU5416, a relatively selective inhibitor of VEGFR-2
that also inhibits the c-kit tyrosine kinase, showed
great promise in pre-clinical studies demonstrating
broad anti-tumour activity. Unfortunately, clinical
trials revealed a rather severe toxicity profile for
this compound, which, coupled with its require-
ment for intravenous administration have limited
its development. SU6668 inhibits VEGFR-2 in
addition to PDGF receptor (PDGFR) and fibroblast
growth factor receptor (FGFR). This compound has
the advantage that it can be orally administered,
but also has rather toxic side effects. Another
promising VEGFR-2 inhibitor, which has some
inhibitory action on EGFR, is ZD6474. Initial trials
suggest that this compound is well tolerated by
patients. Other agents are under investigation.

Our knowledge of signalling pathways involved
in cancer has permitted the rational design of
promising agents targeting RTKs. Further know-
ledge is required to optimize treatment regimens,
and improve drug design. In the case of inhibitors
targeting ErbB family members, a key issue is
identifying those patients most likely to respond.
In this regard we need to understand the details
of receptor cross-talk and identify markers pre-
dicting likely success. Overexpression of certain
combinations of ErbB receptors may suggest a
more favourable outcome of therapy. For example,
tumours overexpressing ErbB3 in addition to ErbB2

may transduce a more potent survival signal
through PI3 kinase than those expressing ErbB2
in isolation. Such tumours may be more sensitive
to ErbB2 targeted therapy. Inhibitors of VEGFR-2
kinase activity have shown potent anti-angiogenic,
and anti-tumour activity in pre-clinical models, but
some have caused unacceptable toxic side effects in
clinical trials. Thismay be due in part to their inhibi-
tion of other tyrosine kinases. Although endothelial
cells generally proliferate very slowly in healthy
adults, and with a few physiological exceptions are
not involved in angiogenesis, they may be
dependent on VEGFR-induced signalling events
for their survival. The challenge in this area is to
develop an inhibitor with the optimal receptor
cross-specificity and activity to selectively inhibit
signalling pathways in actively proliferating,
migratory endothelial cells.
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CHAPTER 12

Apoptosis: molecular physiology and
significance for cancer therapeutics

Dean A. Fennell

12.1 Apoptosis as a morphological phenomenon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

12.2 Apoptosis is a process in three phases: a synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

12.2.1 The execution phase of apoptosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

12.2.2 Initiation of apoptosis via the intrinsic pathway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

12.2.3 Initiation of apoptosis via the extrinsic pathway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

12.2.4 Physiological suppression of apoptosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

12.3 Exploiting apoptosis biology for effective cancer therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

12.3.1 Apoptosome and caspase suppression in cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

12.3.2 Regulation of BCL-2 family death agonist proteins in cancer . . . . . . . . . . . . . . . . . . . . . . . . 224

12.3.3 BCL-2 and its homologues in cancer: novel therapeutic targets . . . . . . . . . . . . . . . . . . . . . . 224

12.3.4 Exploiting the extrinsic apoptosis pathway in cancer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

12.3.5 Survival pathways as targets for therapeutic intervention in cancer . . . . . . . . . . . . . . . . . . . 226

12.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Apoptosis, also referred to as programmed cell
death, is a highly regulated, evolutionarily con-
served, and biochemically stereotyped process
with tremendous relevance to cancer therapeutics.
Understanding the molecular basis of apoptosis
regulation in cancer is a prerequisite for the
development of new effective medicines. This
chapter will broadly overview current knowledge
of core apoptosis mechanisms, with a focus on the
mammalian cell. Novel approaches for overcoming
defects in apoptosis signalling have opened up an
active and exciting area of drug discovery relevant
to cancer, and will be highlighted.

12.1 Apoptosis as a morphological
phenomenon

The term apoptosis first appeared in the literature
in 1972 (Kerr et al., 1972), and was termed pro-
grammed cell death by Lockshin in 1974 (Lockshin
and Beaulaton, 1974). Glücksmann recognized
more than twodecades earlier in 1951, that cell death
could occur during a developmental programme.
Cells begin to show features of apoptosis by losing

specialized membrane structures such as microvilli
and desmosomes, involved in cell–cell contact. As a
result, there is separation of neighbouring cells.
The plasma–lipid bilayer undergoes a period of
blebbing involving organelle-free extensions of
membrane-enveloped cytosol that undergo revers-
ible extrusion and resorption. Rapid and irrevers-
ible condensation of cytoplasm follows and this is
accompanied by an increase in cell density, com-
paction of cytoplasmic organelles, and condensa-
tion of the nuclear chromatin to form dense
granular caps or toroidal structures underlying the
nuclear membrane. The nuclear pores disappear
from the membrane adjacent to the chromatin
condensations, and within the nucleus, the nucle-
olus separates. The nucleus shrinks (pyknosis), and
this is followed by nuclear fragmentation (kar-
yorhexis). During these latter changes, the cell
splits into a cluster of membrane-bound bodies,
each containing a variety of organelles that are
largely conserved. Aminophospholipids including
phosphotidylserine are normally asymmetrically
distributed in the inner plasma membrane, but
undergo symmetricalization and outer membrane
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exposure enabling phagocytes to recognize and
ingest the apoptotic cell without evoking an
inflammatory response.

These features contrast with necrosis in which
dying cells swell, and cytosolic as well as nuclear
structures alter, but the nuclear pores are main-
tained, as are the hetero- and euchromatin. The
integrity of the plasma membrane is lost leading to
dispersal of the cytoplasmic contents into the
extracellular space, a process that triggers an
inflammatory reaction.

The last decade of the twentieth century saw an
explosive growth in understanding of the under-
lying molecular physiology of programmed cell
death in eukaryotic cells, its fundamental role in
development and tissue homeostasis, and its crit-
ical involvement in the mode of action of a wide
range of cytotoxicity inducers. Phylogenetic
conservation of this pathway has enabled invest-
igators to identify human apoptosis proteins that
share homology in lower eukaryotes such as
Caenorhabditis elegans.

12.2 Apoptosis is a process in three
phases: a synopsis

The mitochondrion plays a critical role in the
induction of apoptosis, acting as an integrator of
diverse biochemical signals within the cell. Studies

in the early 1990s from Martin Raff’s Laboratory at
University College London provided early evid-
ence for the cytoplasmic control of apoptosis in
cytoplasts devoid of a nucleus (Jacobson et al.,
1994). Since those seminal experiments, the mito-
chondrion has become established as the principle
integrating centre for death stimuli within the cell.
The process of apoptosis may be simplified into

three discrete phases (shown in Figure 12.1). The
stimulus or initiation phase activates the apoptotic
pathway, either via an environmental toxic stimu-
lus (intrinsic pathway), or via a physiological death-
inducing stimulus such as ligation of cell surface
death receptors (extrinsic pathway). Withdrawal of
survival factors may also initiate apoptosis. The
regulatory phase involves the cellular decision to
undergo irreversible commitment to cell death.
Mitochondria play a critical role in integrating
apoptotic signals, as well as amplifying death
signals originating via death receptor signalling.
The execution phase represents the final common
pathway of cell death and involves proteolytic
cleavage, nuclear degradation, and plasma mem-
brane changes mediated by enzymes, termed
caspases. Activation of this phase is essentially
irreversible and results in the display of apoptotic
morphology, and stereotyped biochemical changes.
Many aspects of the intrinsic signalling pathway

remain to be elucidated. Death is not an inevitab-
ility following cell damage; cell cycle arrest and

Stimulus Regulation Execution

Genotoxic damage
Microtubule disruption

ER damage
Hypoxia

Hypoglycaemia
Ultraviolet light

Reactive oxygen species
Death receptor ligation

Growth factor withdrawl

Caspase activation

Mitochondria

Matrix

Cytoplasm
Intermembrane

space

Figure 12.1 Apoptosis as a process in three phases. Mitochondria integrate a diverse range of toxic stimuli, ultimately signalling to cytosol
to launch the execution phase involving caspase activation. Breeching of the outer mitochondrial membrane is a critical event, leading to the
release of apoptogenic factors that initiate the caspase-dependent effector phase of apoptosis, and caspase-independent cell death.

A PO P TO S I S 211



DNA repair are decisions available to the cell under
control by p53. Under conditions when a cell is
overwhelmed by the degree of damage (dosage),
the signalling of this damage is directed into the
apoptosis pathway.
Transduction of a death stimulus involves the

translocation of death agonist proteins from the
cytoplasm to the outer mitochondrial membrane.
Docking of death agonists induces permeabiliza-
tion of both the outer and the inner mitochondrial
membranes. This is accompanied by the release of
proapoptotic proteins localized to the inter-
membrane space that induces caspase dependent
and independent apoptosis. Permeabilization of the
inner mitochondrial membrane by death agonist
proteins results in cessation of respiration and can
evoke release of proapoptotic proteins across the
outer mitochondrial membrane.

12.2.1 The execution phase of apoptosis

Cellular demolition during apoptosis is an active
phenomenon and is achieved by caspases, a highly
conserved family of aspartate-specific cysteine
proteases. Caspases are unique among mammalian
cysteine proteases, as they specifically cleave pro-
teins after an aspartate residue. The origin of the
term caspase derives from the Cysteine, and
ASPartate enzyme (ASE) specificity. The phylo-
genetic subdivision paracaspase has been applied to
metazoans and dictyostelium, while metacaspase is
applied to caspases in fungi and protozoa. Cas-
pases exhibit specificity for consensus sequences
QAC(R/Q)G.

Caspases are synthesized as inactive precursors
Pro-caspases are inactive polypeptides (zymogens),
and are constitutively expressed. They comprise an
N-terminal prodomain fused to large and small
catalytic domains. During activation, the prodo-
main is cleaved at internal aspartate residues,
enabling the catalytic domains to assemble into an
active tetrameric enzyme, comprising two large
and two small subunits (Figure 12.2).
The prodomain harbours a consensus sequence

termed the caspase activation and recruitment
domain or CARD. This domain consists of 6–7 anti-
parallel alpha helices that are involved in homo-
philic protein–protein interactions. CARDs are
present in all caspases and other adaptor proteins
that recruit caspase prodomains to cell surface death
inducing signalling complex or DISC (Figure 12.3).

Caspase 9 is the apical caspase in the
intrinsic pathway
Caspase 9 (CASP9) plays a critical role in initiating
the caspase cascade and resides in the cytoplasm.
Activation of CASP9 involves the assembly of a
heterotrimeric complex with cytochrome c and the
CARD containing protein, APAF-1 (apoptosis pro-
tease activating factor 1) (Li et al., 1997; Zou et al.,
1997). In the presence of dATP, the prodomain of
CASP9 is cleaved resulting in its activation and
cleavage of other family members. A splice variant
of CASP9 called CASP9S, has been identified in
normal liver. It has an intact prodomain and small
catalytic subunit, but no large catalytic subunit.
CASP9S can inhibit CASP9, and blocks apoptosis
mediated by a wide range of stimuli.

APAF-1 comprises three domains; an N-terminal
CARD, a middle region with CED4 homology
involved in self-assembly (homo-oligomerization),
and a C-terminal region comprising WD40 repeats
(Figure 12.4). APAF-1 does not normally interact
with CASP9 as the CARD is masked by the WD40
repeats. However, in the presence of cytoplasmic
cytochrome c and dATP, APAF-1 undergoes
unfolding, and the CARD and CED4 regions are
exposed, resulting in APAF-1 oligomerization, and
homophilic CARD interaction with CASP9. The
resulting heterotrimeric complex is called the
apoptosome (Figure 12.5).

Mitochondria harbour and release several
apoptogenic factors
Cytochrome c is only one of a number of apopto-
genic factors that are localized to the mitochondrial

Active
caspase
(tetramer)

Procaspase

Prodomain
Large subunit

Small subunit

Catalytic
site

Figure 12.2 Caspase activation. Proteolytic cleavage of the
caspase prodomain, results in domain rearrangement and
assembly of an active tetramer with two active sites. Caspases are
activated in a ballistic manner and target specific.
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intermembrane space. During apoptosis, these
factors may be selectively or non-specifically
released into the cytoplasm. In some models of
cell death, proteomic analysis of mitochondrial
cytosols has demonstrated a release of up to 200
proteins (Patterson et al., 2000).

Mitochondrial release of cytochrome c occurs
transiently, and is kinetically invariant (Goldstein
et al., 2000). The molecular mechanism underlying
its release has not been fully elucidated, but may
involve non-specific outer membrane rupture, exit

through the voltage-dependent anion channel, or
via a specific cytochrome c conducting channel.

Executioner caspases and their substrates
Once activated, CASP9 binds to CASP3 and CASP7
(executioner caspases) via homophilic CARD inter-
actions, resulting in cleavage of their prodomains,
and activation. CASP3 and CASP7, then cleave
downstream caspases. The organized destruction of
the cell involves targeting of several intracellu-
lar substrates by the activated caspases. DNA

WD-40 repeats
COOH

terminal
NH2

terminal

1 85 412 1194

A B

21% identical
53% conserved

22% identical
48% conserved

CED 3

CED 4

Figure 12.4 APAF-1 is a CARD domain-containing protein that acts as a scaffold with cytochrome c, within the pro-CASP9 activating
apoptosome. This heterotrimeric structure activates the caspase pathway via prodomain cleavage and activation of the apical CASP9,
resulting in the activation of downstream effector caspases.
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Figure 12.3 Proteins possessing the CARD domain,
involved in apoptosis regulation. These proteins possess
a consensus domain involved in homophilic protein–
protein interactions. A simple classification of CARD
proteins is shown.
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fragmentation factor (DFF) is a substrate for CASP3,
which mediates both nuclear condensation and
DNA fragmentation (Enari et al., 1998). It is a hetero-
dimeric protein composed of 40 kDa (DFF-40) and
45 kDa (DFF-45) subunits. CASP3 cleaves DFF-45
into two subunits that dissociate from DFF-40. The
magnesium-ion-dependent endonuclease activity of
DFF is associated with the smaller subunit, DFF-40.
The larger 45 kDa subunit (DFF-45) has a regulatory
function, and inhibits cell death inducing DFF-45-
like effectors, CIDE-A and CIDE-B.
Lamin A is a protein component of the nuclear

lamina, a structure that lies beneath the nuclear
envelope, maintains its integrity, and organizes
interphase chromatin. Lamins are a phylogenetic-
ally conserved family of proteins. During apoptosis,
CASP6 degrades lamin A, and this occurs
during chromatin condensation. Neither CASP3 nor
CASP7 exhibit apoptotic laminase activity. CASP6
is required for chromatin condensation and the
formation of apoptotic bodies. Other important
substrates for caspases include gelsolin, and PARP.

CASP2 is an initiator caspase that targets
mitochondria
CASP2 is a stress-induced initiator of downstream
effector caspase activation. CASP2 mediates per-
meabilization of the mitochondrial membrane

resulting in apoptogenic factor release, APAF-1/
cytochrome c/apoptosome. CASP2 is co-released
from mitochondria with CASP9 (Susin et al., 1999),
and also mediates cell death by promoting trans-
location of the death agonist protein, BAX from the
cytoplasm to the mitochondria.

CASP12 mediates endoplasmic reticulum
stress-induced apoptosis
Procaspase 12 is localized to the endoplasmic
reticulum (ER), and is activated by CASP7, TRAF-2
(tumour necrosis receptor associated factor 2), and
calpain. In addition, glucose starvation, hypoxia,
and ER-targeting poisons such as thapsigargin or
brefeldin-A activate CASP12. Gene knockout of
CASP12 prevents ER stress-induced apoptosis,
indicating a critical role for this protein in mediat-
ing apoptosis secondary to ER damage (Nakagawa
et al., 2000).

Caspase-independent effectors of apoptosis
A number of proteins have been identified that can
mediate cell death in the absence of caspases. These
proteins include apoptosis-inducing factor (AIF),
and endonuclease G (endo G). They function in
parallel with caspases, to effect the morphological
and biochemical phenomena that constitute apop-
tosis. They share the common property of being

APAF-1

Apoptosome
Active CASP9

Pro-CASP9

dATP + Cytochrome c

Figure 12.5 Assembly of the CASP9-activating apoptosome, follows cytochrome c release in the presence of dATP. APAF-1 recruits pro-CASP9
via a CARD domain interaction. The molecular details involved in the release of cytochrome c have not been elucidated but may involve more
than one mechanism. Assembly of the APAF-1 apoptosome is one of several pro-apoptotic events resulting from outer mitochondrial
membrane permeabilization.
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constitutively localized to the mitochondrial inter-
membrane space, and undergo release upon
induction of apoptosis.

Apoptosis inducing factor (PDCD-8)
This 57-kDa protein, was discovered by Guido
Kroemer’s group. It is localized to the mitochon-
drial intermembrane space, and undergoes release
during initiation of apoptosis (Joza et al., 2001). It is
not solubilized in the intermembrane space, but is
probably an integral membrane protein in the inner
mitochondrial membrane. Human AIF is encoded
by a single gene that maps to the X-chromosome, at
Xq25–26. It is phylogenetically conserved with a
homologue in C. elegans, termed WAH-1. Strongest
structural homology of AIF with other eukaryotic
proteins is shared with the plant flavoproteins,
semi-dihydroascorbate, and ascorbate reductase.
AIF also shares homology with bacterial NADH
(nicotinamide adenine dinucleotide) oxidor-
eductases. Upon release from mitochondria, AIF
translocates to the nucleus where it is able to induce
chromatin condensation and internucleosomal
DNA fragmentation. AIF does not require the
apoptosome or activated caspases to induce nuclear
apoptosis. However, recent evidence from Jean-
Claude Martinou’s group suggests that release of
AIF following BAX, occurs downstream of cyto-
chrome c release and requires caspase activation.

Endo G
This mitochondrial intermembrane space protein is
a mammalian homologue of the C. elegans protein,
CPS-6. It is an endonuclease that cleaves GC-rich
stretches of DNA. During apoptosis, endo G is
released from the mitochondrial intermembrane
space, and translocates to the nucleus, where it
mediates DNA fragmentation independently of
DFF45. Unlike DFF45, activation of caspases is not a
prerequisite for function of endo G.

12.2.2 Initiation of apoptosis via the intrinsic
pathway

During transduction of a toxic environmental sig-
nal, or activation of physiological death receptors, a
common pathway leading to apoptosome assembly
and activation of caspases has been defined that
involves mitochondrial membrane permeabiliza-
tion. The control of mitochondrial permeabilization
is a critical event that is both positively and

negatively regulated by specific proteins within
cells. The balance of pro- versus anti-apoptotic
protein activity is a major determinant of cellular
apoptotic threshold. In recent years, a considerable
growth in knowledge has been achieved with
regard to understanding the important controlling
checkpoints that regulate mitochondrial permeab-
ilization. However, the precise molecular mechan-
isms have yet to be fully elucidated.

Death agonist proteins: effectors of
mitochondrial permeabilization
BAX and BAK are homologous, multidomain death
agonist proteins, that are structurally related to the
anti-apoptosis protein BCL-2. These proteins play
an essential role in mediating apoptotic signals
from a diverse range of stimuli. Enforced over-
expression of BAX,BAK induces cell death by
apoptosis, through a process that involves per-
meabilization of the outer and inner mitochondrial
membranes.
BAX (BCL-2 associated X protein) is a 21 kDa

protein that is encoded by a gene located on chro-
mosome 19 (19q13.4–13.5), and contains six exons.
Several splice isoforms of BAX have been described.
BAXwas originally identified froma screen ofBCL-2
interacting proteins, and possesses three BCL-2
homology (BH) domains, BH1, BH2, and BH3. The
BH3 domain is a nine-amino acid a-helical domain
required for apoptosis, and its deletion sup-
presses BAX,BAK apoptosis-inducing activity. The
C-terminal transmembrane domain is involved in
mitochondrial localization. These BH domains are
involved in homo-dimerization. BAX also hetero-
dimerizes with the anti-apoptotic protein BCL-2.
This interaction involves the BH3 domain of BAX,
and the BH1–3 domains of BCL-2. Multidomain
proapoptotic proteins of the BCL-2 family contrast
with shorter BH3-only domain containing proteins,
which integrate a diversity of death signalling
pathways, through BAX,BAK (Figure 12.6).
In the non-apoptotic setting, BAX resides in the

cytoplasm in a folded conformation that brings the
C-terminus into proximity with the N-terminus.
The mitochondrial localizing transmembrane
domain is essentially hidden, and BAX is inactive.
During a death stimulus, BAX unfolds, exposing
the N-terminal. Monomeric BAX then translocates
to the mitochondrial outer membrane, where it
undergoes multimerization, assembling into large
clusters containing up to several hundred mono-
meric forms (Wolter et al., 1997; De Giorgi et al.,
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2002). BAX-clusters can be visualized by immuno-
fluorescence microscopy. Multimerization is a
prerequisite for mitochondrial permeabilization,
and is prevented by enforced expression of BCL-2.
BAX is both transcriptionally and directly activated
by cytoplasmic p53 (Miyashita and Reed, 1995;
Chipuk et al., 2004).
BAK (BCL-2 antagonist killer) is structurally

and functionally similar to BAX, undergoing con-
formation change in the outer mitochondrial
membrane during apoptosis. It is encoded by a
gene on chromosome 6 (6p21.3), which contains six
exons. The splice variant N-BAK is expressed
exclusively in neurons, however, the unspliced
form is expressed in a wide variety of tissues
including terminally differentiated cells.

Mechanism of BAX,BAK at the mitochondrial
outer membrane
BAX and BAK have been shown to localize to areas
of contact between the inner and outer mitochon-
drial membrane (De Giorgi et al., 2002). These
regions are highly organized contact sites, that pos-
sess junctional complexes comprising inner/outer
membrane, and intermembrane space proteins.
These complexes are implicated in the control of
mitochondrial permeabilization. Monomeric BAX
and BAK bind to the outer membrane protein,

VDAC (voltage-dependent anion channel) (Shimizu
et al., 1999). This is an abundant outermitochondrial
membrane protein that normally conducts anionic
solutes including pyridine nucleotides. VDAC has
been shown to exhibit BAX,BAK-inducible con-
ductance of cytochrome c by Tsujimoto’s group. It
has been postulated that this may represent one
mechanism of cytochrome c release (Shimizu et al.,
1999). This model contrasts with the recent work of
Colombini and colleagues who have shown that
closure of VDAC and antagonism of pyridine nuc-
leotide exchange during apoptosis may be a critical
proapoptotic event. The true role of VDAC during
apoptosis remains to be elucidated.

Recent work from Korsmeyer’s group has shown
that a specific isoform of VDAC is important in
mediating BAX,BAK-induced outer membrane per-
meabilization. VDAC1 is proapoptotic while VDAC2
binds BAK, sequestering it in an inactive form,
effectively blocking apoptosis (Cheng et al., 2003).

Electrophysiological studies by Kinnally’s group
have suggested that a novel conductance is estab-
lished by BAX in the outer mitochondrial mem-
brane, and has been termed the mitochondrial
apoptosis channel or MAC (Pavlov et al., 2001). The
molecular composition of the MAC is not known.
Electrophysiological studies have demonstrated
that BAX and BAK have ion channel activity with
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Figure 12.6 Pro-apoptotic (death agonist) proteins of the BCL-2 family can be subdivided into multidomain, and BH3 domain-only
subgroups. The BH3 domain is a prequisite for pro-apoptotic function. BH3 proteins mediate mitochondrial permeabilization in association
with multidomain pro-apoptotic proteins BAX, BAK. Multidomain domain homologues can oligomerize; this has been shown to occur prior to
mitochondrial permeabilization.
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cationic specificity; a property common to homo-
logous BCL-2 family members, and may contribute
electrophysiologically.

Mechanism of BAX,BAK at the mitochondrial
inner membrane
BAX,BAK have also been shown to mediate per-
meabilizationof the innermitochondrialmembrane.
This results in dissipation of the transmembrane
potential gradient (DCm) established during elec-
tron transport by the export of protons out of the
matrix, into the intermembrane space. Potential
energy associated with DCm, is utilized by complex
V of the respiratory chain (F1F0ATPase), to syn-
thesize ATP. DCm collapse results in cessation of
ATP synthesis, and reversal of the F1F0ATPase
leading toATPhydrolysis. Respiration ceases due to
failure of electron transport, and cellular ATP levels
fall, leading to cell death.

DCm collapse is accompanied by a non-specific
permeability of the inner mitochondrial membrane
to solutes below 1500 Da molecular weight. This
process is associated with the formation of a novel
conductance, and is termed permeability transition
or PT (Haworth and Hunter, 1979). Induction of
PT involves a pore structure in the inner mito-
chondrial membrane, the permeability transition
pore (PTP) which is part of a multimeric structure
comprising junctional complex proteins, implicated
in localization of BAX,BAK and cytochrome c
release (Shimizu et al., 1999; De Giorgi et al.,
2002) (Figure 12.7). The inner membrane adenine

nucleotide translocator (ANT), normally exchanges
newly synthesized ATP within the mitochondrial
matrix with ADP. ANT regulates the PTP, although
it is not the pore per se (Kokoszka et al., 2004).
Three isoforms of ANT are encoded by individual
genes. Overexpression of ANT1 induces apoptosis,
however, ANT2 overexpression does not. ANT1-
mediated PT is promoted by the viral proapoptotic
protein Vpr, whereas vMIA expressed by cytome-
galovirus, inhibits ANT1-induced PT. BAX and
BAK directly interact with the ANT to mediate PT,
however, the physical nature of this interaction has
not been fully elucidated. BAX inhibits translocase
activity of ANT (Marzo et al., 1998).
Evidence suggests that PT can precede or follow

cytochrome c release, and determines the mode of
cell death; this may be dependent upon the nature
of the toxic stimulus. Irreversible opening of the
PTP results in an influx of water along a gradient of
osmolarity, into the mitochondrial matrix resulting
in matrix swelling. The inner mitochondrial mem-
brane is folded into cristae and has a high surface
area compared to the outer membrane. The swell-
ing therefore results in rupture of the outer but not
the inner membrane. Outer membrane rupture
releases cytochrome c to mediate caspase activation
in the presence of dATP.

The BH3-only proteins PUMA and
NOXA mediate p53-associated apoptosis
The tumour suppressor protein p53 mediates cell
death or cell cycle arrest following genotoxic stress.

CyPD

ANT

Intermembrane space

Matrix

Cytoplasm
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CK
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Hex II
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BAX

Figure 12.7 The PT pore complex. This multimeric structure comprises nucleated BCL-2 family proteins. In the outer mitochondrial membrane
it comprises VDAC, peripheral benzodiazepine receptors (PBRs), hexokinase II; in the intermembrane space, creatinine kinase (CK); in the
inner mitochondrial membrane, the ANT, cyclophillin D. The PTP itself has not yet been identified.
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NOXA and PUMA are proapoptotic BH3-only
proteins that are expressed in a p53-dependent
manner, and are involved in mediating apoptosis
by p53. During genotoxic stress, NOXA and PUMA
mobilize to the mitochondrial outer membrane,
where they interact with the anti-apoptotic BCL-2
family members, BCL-2 and BCL-XL via the BH3
domain to mediate outer mitochondrial membrane
permeabilization and apoptosome-dependent
apoptosis. Downregulation of PUMA by antisense
RNA, suppresses induction of apoptosis by p53,
reflecting the important role of this protein in
regulation of p53-induced cell death. The gene
encoding NOXA is responsive to phorbol 12 myr-
istate 13-actetate (PMA) and is rapidly expressed
upon exposure. Recent evidence suggests that
NOXA can mediate mitochondrial permeabiliza-
tion via a mechanism that does not involve BAK
oligomerization, but may involve direct induction
of PT.

Granzyme B induces apoptosis in a
BAX,BAK-independent manner
Granzyme B is one of a number of serine proteases
that are localized to the cytotoxic granules of cyto-
toxic T lymphocytes (CTLs) and natural killer (NK)
cells. It is released following their activation and
induces apoptosis in the target cell. The mechanism
leading to apoptosis has been shown to involve two
independent pathways. Granzyme B mediates dir-
ect intracellular cleavage of BID, resulting in
BAX,BAK-dependent mitochondrial permeabiliza-
tion and cytochrome c release. Granzyme B is also
able to induce mitochondrial inner membrane
depolarization in bax/bak double knockout cells,
independently from cytochrome c release and cas-
pase activation, and this appears to occur via a novel
pathway that does not involve PT. It has been pos-
tulated that granzyme B may require a novel
cofactor to mediate mitochondrial depolarization.

Direct mitochondrial permeabilization by
reactive oxygen intermediates
Superoxide directly induces apoptosis by opening
of VDAC and releases cytochrome c (Madesh and
Hajnoczky, 2001). Oxidative stress can directly
induce PT. This ismediated by oxidation of a critical
vicinal thiol, localized to the matrix facing side of
the ANT at cysteine 56 (cys56). Pro-oxidants capable
of oxidizing cys56 can directly induce apoptosis
following induction of PT (Costantini et al., 2000).
This is due to osmotic swelling of mitochondria,

and outer mitochondrial membrane rupture. Pro-
oxidants sensitize cells to other apoptosis inducers,
and this property is inhibited by antioxidants such
as N-acetylcysteine or glutathione.

12.2.3 Initiation of apoptosis via the
extrinsic pathway

The extrinsic apoptosis pathway rapidly transduces
physiological apoptotic signals mediated at the cell
surface, following engagement of a death receptor
with its endogenous ligand. Apoptosis mediated
by the extrinsic pathway involves caspase activa-
tion, and may occur independently from, or in
association with the apoptosome which provides a
parallel amplificatory pathway. The growing fam-
ily of death receptors are transmembrane proteins
that ligate specific death-inducing ligands, result-
ing in recruitment of adaptor proteins. The major
death ligands are FAS ligand, (tumour necrosis
factor) TNF-a, TNF-b, TRAIL, and Apo 3 ligand.

Death domains help assemble the DISC
Death receptors possess a homologous death
domain (DD) that mediates protein–protein inter-
action resulting in either self-association or associ-
ation with heterologous proteins with DD motifs.
A wide variety of adaptor proteins that transduce
death signals possess DD motifs. These include
FADD, CRADD, and CASP8.

Following engagement of the receptor/adaptor
protein via DD interaction, CASP8 and CASP10 are
recruited. This occurs via homologous interaction
of death effector domains or DEDs (Figure 12.8).
The DED is required for death signal transduction
through the DISC, and interacts with the prodo-
main of the apical caspase. Non-caspase proteins
containing DEDs, also interact with adaptor pro-
teins and include DEDAF, which facilitates inter-
action between CD95, FADD, and CASP8. Some
DED-containing proteins can activate apical cas-
pases independently of death receptor crosslinking.
The DED-containing proteins form cytoplasmic
death effector filaments, that recruit and activate
apical pro-caspases.

BID: a link between death receptors and the
mitochondrial pathway
Upon recruitment of pro-caspase 8 to theDEDof the
DISC, it is cleaved and activated, resulting in down-
stream activation of effector caspases. This pathway
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therefore mediates apoptosome-independent cas-
pase activation and cell death. However, the BH3-
only protein BID (BH3-interacting domain death
agonist) is a substrate for CASP8, which mediates
its cleavage as shown in Figure 12.8 (Wang et al.,
1996). The C-terminal of BID is a 15 kDa truncated
protein (tBID), and translocates to the mitochon-
drial outer membrane following post-translational
N-myristolylation (Zha et al., 2000). It has been
shown that cardiolipin provides the specificity for
targeting of tBID to mitochondria, via a novel three-
helix domain. Following transmembrane insertion,
tBID oligomerizes and mediates membrane inser-
tion/oligomerization of BAX, through which it is
able to effect mitochondrial outer and inner mem-
brane permeabilization. Interaction of tBID with a
multidomain death agonist is a prerequisite for its
proapoptotic action. Ultrastructural studies have
shown that tBID remodels mitochondrial cristae, in
a VDAC-dependentmanner, resulting in the release
of cytochrome c.

Type I and type II apoptosis
Krammer’s grouphave identified two types ofCD95
pathway. One involves predominant signalling via
the DISC, resulting in CASP3 cleavage and apop-
tosis in type I cells. Type II cells rely upon mito-
chondrial permeabilization to undergo apoptosis.
Apoptosis can therefore be suppressed in type II
but not in type I cells by membrane stabilizing

anti-apoptotic proteins such as BCL-2 (Scaffidi
et al., 1999).

Death receptors and the ceramide pathway
Sphingomyelin is a phospholipid component of the
plasma membrane. Ceramide, derived from hydro-
lysis of sphingomyelin is a proapoptotic signalling
molecule, which also regulates cellular proliferation
and differentiation. The DD-containing proteins
FADD and TRADD activate acid sphingomyelinase
(A-Smase), resulting in ceramide synthesis. A-Smase
is also activated by a wide range of cell-damaging
stimuli including radiation. Ceramide induces
apoptosis via activation of MEKK1/MEK4/JNK
pathway, by activation of BAX-mediated mitochon-
drial permeabilization, and via activation of protein
kinase C x. Ceramide forms large stable channels in
the mitochondrial outer membrane capable of con-
ducting cytochrome c and could form a release path-
way for apoptogenic proteins (Siskind et al., 2002).

12.2.4 Physiological suppression of apoptosis

The mammalian genome encodes many proteins
that antagonize the core apoptosis machinery.
Overexpression of such genes may confer survival
advantage with implications for cancer pathogen-
esis and treatment. Cells have evolved further levels
of regulatory complexity through the expression of
proapoptotic genes that antagonize endogenous
apoptosis inhibitors, and this may be exploited as a
therapeutic strategy to reverse apoptosis resistance.

Apoptosis inhibitors of the BCL-2 family
BCL-2 was originally cloned from the t(14;18)
translocation in B-cell non-Hodgkin’s lymphoma.
Its discovery in the late 1980s arguably heralded the
era of rapid growth in apoptosis biology. BCL-2 is
encoded on 18q21, and is expressed as a 26 kDa
protein comprising BH1, BH2, and BH3 domains.
BCL-2 is related to several anti-apoptotic homo-
logues including BCL-XL, BCL-W, BCL-B, MCL-1,
and A1 as shown in Figure 12.9. Overexpression
of BCL-2 inhibits apoptosis by a wide variety
of inducers including chemicals, irradiation,
ultraviolet light, engagement of death receptors,
and growth factor withdrawal (Reed et al., 1988).
BCL-2 plays an important role during devel-
opment. Knockout of the BCL-2 gene results in
growth retardation and massive splenic involu-
tion due to excessive apoptosis. Conversely, mice

DED

DD

Pro-CASP8

Death receptor

Adaptor

Plasma
membrane

CASP8

BH3

BH3 tBID

BID

Figure 12.8 The Extrinsic death pathway. Activation of CASP8
and the BH3 domain-only pro-apoptotic protein BID following ligation
of death receptor. BID is cleaved resulting in its translocation to the
mitochondrial outer membrane. BID directly activates the caspase
pathway independent of mitochondrial permeabilization. However,
it also facilitates oligomerization of multidomain death agonists and
promotes mitochondrial permeabilization. Cells preferentially
signalling via direct CASP8 activation following engagement of
CD95 receptors have been termed type I cells, whereas preferential
use of the mitochondrial pathway is seen in type II cells.
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overexpressing BCL-2 exhibit increased lifespan
of memory B cells, and persistence of immunoglo-
bulin secreting cells.
BAX,BAK interacts with BCL-2 and are antag-

onistic to its activity (Oltvai et al., 1993). The struc-
tural basis of this interaction has been elucidated,
and reveals a receptor/ligand-like docking inwhich
the BH3 domain of BAX,BAK engages with a cleft
formed from BH1, BH2, and BH3 domains. Thus,
the BH1 and BH2 domains are required to inhibit
apoptosis (Yin et al., 1994). The ratio of anti-
apoptotic BCL-2 to proapoptotic BAX has been
likened to a rheostat that governs the cellular
apoptosis threshold (Korsmeyer et al., 1993). Thus,
overexpression of BCL-2 confers an increased
apoptosis threshold, whereas overexpression of
BAX/BAK increases apoptosis sensitivity.
BCL-2 protein exhibits cationic ion-channel

properties and localizes to the mitochondrial
outer membrane, ER, and nucleus. BCL-2 also acts
independently as an efficient inhibitor of mito-
chondrial permeabilization, blocking both the
release of apoptogenic factors, and preventing PT.
It has been shown that during apoptosis BCL-2
antagonizes BAX-mediated opening of VDAC,
effectively preventing cytochrome c conductance.
The binding site of BCL-2 on VDAC has been
shown to be synoptic with BAX. The BH4 domain
of BCL-2 is required for anti-apoptotic activity, and
this domain has been shown to be sufficient to
prevent VDAC opening. Deletion of BH4 does not
prevent homo- nor heterodimerization, however.

BCL-2 functionally interacts with the ANT to
maintain its translocase activity, and thus prevents
formation of the PTP. BCL-2 can be inhibited by the
thiol oxidant diamide, and this activity is due to
oxidation of ANT (cys56), which overcomes BCL-
2-mediated suppression of PT. The small molecule,
PK11195 directly interacts with the PTP complex
via the peripheral benzodiazepine receptor, and
can also inhibit BCL-2. However, this activity may
depend upon its ability to generate oxidative stress
(Fennell et al., 2001). Recent evidence suggests
that BCL-2 can act upstream of mitochondria to
prevent caspase activation (Marsden et al., 2002).
The molecular basis for this action has not been
elucidated.

Tumour hypoxia upregulates anti-apoptotic proteins
As tumours increase in dimension, they acquire
regions of low oxygenation (hypoxia). Cancer
cells respond to this environmental stress by
increasing expression of hypoxia-activated tran-
scription factor, a heterodimeric protein which in
turn transcriptionally activates genes involved in
anti-apoptosis, glycolytic energy metabolism, and
tumour progression.

BCL-XL: anti-apoptotic homologue of BCL-2
The BCL-2 homologue BCL-XL is a 233-amino acid
splice variant of the BCL-X gene that is a multi-
domain apoptosis repressor (Boise et al., 1993).Dele-
tion of BCL-XL is lethal, owing to massive apoptosis
in the haematopoietic and nervous systems during

BCL-2
BCL-XL

BH4 BH3 BH1 BH2 TM

BCL-wBH4 BH3 BH1 BH2 TM

MCL-1BH4 BH3 BH1 BH2 TM

A1/BFL-1BH4 BH3 BH1 BH2 TM

BOO/DIVABH4 BH1 BH2 TM

NR13BH4 BH1 BH2 TM

Figure 12.9 BCL-2 family death antagonist proteins. The BH4 domain confers anti-apoptotic activity. This domain is associated
with regulation of VDAC permeability and antagonizes multidomain pro-apoptotic activity, however, the precise mechanism of anti-apoptotic
action has not been elucidated.
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embryogenesis. Transgenic mice overexpressing
BCL-XL develop bone marrow expansion of pro-B
cellswith aberrant immunoglobulin gene rearrange-
ments. The 170-amino acid splice variant, BCL-Xs

lacks the BH1 and BH2 domains, and is proapo-
ptotic. BCL-XL promotes cell survival in the absence
of an apoptotic stimulus, with greater potency than
BCL-2, and has been shown to involve maintenance
of ADP/ATP exchange through stabilization of
a pyridine nucleotide conducting conformation
of VDAC. This activity contrasts with the anti-
apoptotic action of BCL-XL, whereby BAX-induced
cytochrome c release through VDAC is inhibited
(Shimizu et al., 1999).

Inhibitors of BAX translocation
BAX activity may be regulated by proteins which
directly prevent translocation. Proteins identified
with this activity include humanin, 14-3-3 isoforms
s and t, Ku70,ARC, andhexokinase II.Humanin is a
24-amino acid secreted peptide that is not expressed
in the immune system, but exhibits high levels in the
liver, skeletal muscle, and heart. Expression is sig-
nificant also in the brain and gut. Humanin blocks
beta-amyloid peptide or serum withdrawal-
induced apoptosis. The mechanism of anti-
apoptotic action by humanin has been shown to
involve sequestration of BAX, and prevention
of translocation from cytosol to mitochondria.
Downregulation of humanin derepresses BAX,
and facilitates cell death (Guo et al., 2003).

The cytoskeletal protein 14-3-3s, is involved in
regulating cell cycle arrest by the tumour sup-
pressor p53 during genotoxic stress, and sup-
presses apoptosis by preventing BAX translocation.
The identification of a trimeric complex comprising
14-3-3s BAX, and cyclin-dependent kinase 1
(CDK-1) has been postulated to mediate BAX sup-
pression, possibly via sequestration. The isoform
14-3-3t sequesters BAX, effectively suppressing
apoptosis. Ku70 was recently identified as a BAX-
suppressing protein that also acts via sequestration
of BAX. Disruption of the Ku70–BAX interaction by
small peptides is sufficient to facilitate BAX trans-
location and apoptosis in cells overexpressing
Ku70 (Sawada et al., 2003).

Bax inhibitor 1 (BI-1) is a non-BCL-2 family
protein, that is bound to intracellular membranes
and interacts with BAX, BCL-2, and BCL-XL. Its
overexpression prevents BAX-induced apoptosis,
but does not inhibit apoptosis induced via ligation
of the FAS receptor. Downregulation of BI-1

expression by antisense oligonucleotides induces
cell death. The gene is also termed testis-enhanced
gene transcript (TEGT), and mediates cell survival
in a developmentally regulated manner, and is
expressed in testis and perinatal lung tissue.
The glycolytic enzyme hexokinase II interacts

with VDAC and exploits its proximity to newly
synthesized ATP, exported through this channel.
Hexokinase II has been shown to inhibit BAX-
mediated apoptosis, and this activity is related to
suppression of BAX translocation.

BAG-1
Human BAG-1 is a protein with four isoforms,
that does not exhibit structural homology to BCL-2,
but augments its anti-apoptotic activity when
co-expressed (Takayama et al., 1995). It functions
by interacting with the activated steroid hormone
receptors via interaction with heat shock protein 90
(Hsp90), a molecular chaperone required for ster-
oid receptor activation. BAG-1 promotes ATP
hydrolysis in the presence of Hsp40 and Hsp70.
BAG-1 also interacts with the intracellular domain
of platelet-derived growth factor.

FLICE inhibitory proteins (FLIPs) inhibits the DISC
FLIPs are proteins with viral homologues expressed
by bovine Herpesvirus 4, Herpesvirus 8 associated
with Kaposi’s sarcoma, herpesvirus saimiri, and
human molloscipoxvirus. FLIPs interact with the
adaptor FADD and CASP8, and effectively block
death receptor signal transduction. However, FLIPs
do not block apoptosis mediated via the intrinsic
pathway, nor granzyme B. Two forms (cellular FLIP
or c-FLIP), have been identified, and are pre-
dominantly expressed in lymphoid tissue and
muscle. The long isoform of FLIP (FLIP-L) possesses
homology to caspases, but lacks proteolytic activity.
FLIP-S, the short form is characterized by twoDEDs
and has structural homology to viral FLIPs.

The inhibitor of apoptosis protein family
Endogenous caspase inhibitors have been identi-
fied, that can antagonize both intrinsic and extrinsic
apoptosis pathways. The inhibitor of apoptosis
protein (IAP) family, comprises phylogenetically
conserved homologues of an anti-apoptotic protein
encoded by the baculovirus (polyhydrosis virus)
genome. These proteins, collectively termed BIR-
containing proteins or BIRCs, are characterized
by a baculoviral internal repeat, or BIR domain,
comprising histidine- and cysteine-rich motifs. The
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BIR domain is essential for function, and interac-
tion with other apoptosis-regulating proteins,
including caspases and APAF-1. The structural
detail of the binding interaction between the BIR-3
domain of XIAP (X-linked inhibitor of apoptosis
protein) has been determined (Huang et al., 2001).
The C-terminal domain is characterized by a

cysteine and histidine containing ring finger, which
can coordinate two zinc atoms. This domain has
ubiquitin ligase protease activity, and mediates
degradation upon auto-ubiquitination during an
apoptotic stimulus. XIAP sequesters CASP3 in the
apoptosome complex with processed CASP9 and
oligomerized APAF-1. This effectively prevents
release of activated CASP3.
Survivin is a 16 kDa protein which contains

a single BIR domain, and lacks the C-terminal
ring finger (Ambrosini et al., 1997). Structurally,
survivin resembles the C. elegans protein BIR-1.
Expression of survivin is turned off in normally
differentiated adult tissues. Survivin binds to
CASP3 and CASP7, but not to the initiator CASP8,
and thus inhibits apoptosis (Tamm et al., 1998).
Expression of survivin is also increased in the
G2/M-phase of the cell cycle, and it associates with
the mitotic spindle at the beginning of mitosis. This
interaction is essential for anti-apoptotic function.
The XIAP is expressed in all foetal and adult

tissues, except for peripheral blood leucocytes
(Deveraux et al., 1997). Like survivin, XIAP directly
interacts with and inhibits CASP3 and CASP7.
In addition, it interacts with the CASP9–APAF1
apoptosome via the small p12 subunit of processed
CASP9. This interaction is required for XIAP
function. Mutational analysis has shown that
the inhibitory effect onCASP3canbe separated from
inhibition ofCASP9. The ringfinger domain ofXIAP
interacts with ubiquitin, and during an apoptotic
stimulus in T cells, is degraded by the proteosome.
As XIAP possesses ubiquitin protein ligase (E3)
activity, it is able to undergo auto-ubiquitination.
The proteins c-IAP1 and c-IAP2 bind and directly

inactivate CASP3 and CASP7 in a BIR domain-
dependent manner (Roy et al., 1997). Both of these
proteins possess C-terminal ring finger domains
and possess ubiquitin protein ligase (E3) activity.
An increasing number of IAP proteins have been
identified including NAIP, livin, and apollon.

Mitochondria release inhibitors of IAPs
Harboured within the intermembrane space of
mitochondria, are proteins which specifically

derepress caspases, by inhibiting IAPs. During
apoptosis, the proteins SMAC (second mitochon-
dria derived activator of caspases), and OMI (serine
protease 25) or HtrA2 are released from the mito-
chondria. SMAC was the first mitochondrial IAP
inhibitor to be discovered, and is co-released with
cytochrome c (Du et al., 2000). OMI is a mitochon-
drial intermembrane space protein that has close
structural resemblance to the bacterial hsp HtrA, a
protein involved in the endoproteolytic degradation
of denaturedproteins, involved in allowing survival
of the bacterial cell in high temperature environ-
ments. The C-terminus of OMI bears structural
resemblance tohumanHtrA (L56), a secretedprotein.
During apoptosis, OMI is released from the mito-
chondrial intermembrane space into the cytoplasm
in a processed form, binds to XIAP (but not survivin),
and inhibits its caspase-inhibitor activity. The inter-
action between OMI and XIAP involves a reaper-like
domain. The full-length (unprocessed) precursor of
OMI does not bind XIAP.

Apoptosis suppression mediated by growth
factor pathways
The core apoptosis machinery is regulated by sur-
vival signalsoriginating fromgrowth factor receptors
at the cell surface. The erbB family of growth factor
receptors is a structurally related family of trans-
membrane proteins with intrinsic tyrosine kinase
activity. They include ERBB1 (epidermal growth
factor receptor, EGFR), ERBB2 (Her2), ERBB3, and
ERBB4. Natural ligands are EGF amphiregulin,
(transforming growth factor) TGF-alpha, and epi-
regulin. Upon ligation, the receptors heterodimerize
and undergo tyrosine autophosphorylation of the
intracellular domain. This results in the recruitment
of phosphoinositide 3 kinase, which in turn is phos-
phorylated,mediating downstreamphosphorylation
and activationofAKT (Figure 12.10). Phosphorylated
AKT (p-AKT) mediates anti-apoptosis by promoting
glycolysis via recruitment of hexokinase II to the
outer mitochondrial membrane, adjacent to VDAC.
CASP9, an AKT substrate is inhibited by phosphor-
ylation (Cardone et al., 1998).

BAD: a link between survival pathways
and cell death
The BH3 domain-only protein BAD is inactivated
by AKT, by phosphorylation of serine 136 (ser136)
(Zha et al., 1996). BAD is an endogenous inhibitor
of BCL-XL and antagonizes its interaction with
BAK, BAX (Yang et al., 1995; Kelekar et al., 1997).
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This results in sequestration to the scaffold protein
14-3-3. BAD is also inactivated by phosphorylation
associated with activation of the mitogen-activated
protein kinase (MAPK) pathway, on ser115 and
ser155. Inhibition of PI3K by the inhibitor LY294002,
or the MAPK pathway by PD98059, promotes
apoptosis by enabling BAD to be released from
14-3-3 and in turn dissociates BAK, BAX, and
BCL-XL.

12.3 Exploiting apoptosis biology for
effective cancer therapy

The effectiveness of radiotherapy- or drug-based
cytotoxic therapy for cancer relies primarily on the
ability to kill the cancer cell, a process that is
achieved via induction of apoptosis. Success in
achieving this is associated with cytoreduction to
undetectable levels, termed complete remission
(CR). Some cancers are curable, and attainment of
CR is a prerequisite. Metastatic disease does not
preclude curative systemic therapy. Hodgkin and
non-Hodgkin lymphomas, and germ cell cancers
such as seminoma, are rapidly proliferating and
metastasizing tumours, yet their sensitivity to
chemotherapy and radiotherapy underlies their
curability in the majority of patients.

Unfortunately, the majority of solid cancers have
considerably higher tolerance to cytotoxic therapy.
A spectrum of tolerance to chemotherapy-induced
cell death can be defined in which certain meta-
static cancers, including advanced non-small cell
lung cancer (non-SCLC), mesothelioma, pancreatic
cancer, cholangiocarcinoma, and renal cell cancer,
constitute a group that exhibit major apoptosis
resistance. Conversely, germ cell cancers and hae-
matological malignancies reside at the most che-
mosensitive and potentially curable end of the
spectrum. The impact of chemotherapy alone
displays dramatically different effects on natural
history for diseases at either end of the spectrum,
and this is manifest in median survival as illu-
strated in Figure 12.11.
Acquisitionof resistance to therapy is a commonly

observed phenomenon in many malignancies. The
most striking examples of this include SCLC and
follicular lymphoma (FL). SCLC is exquisitely
sensitive to chemotherapy, and will respond with
tumour shrinkage in the majority of patients.
A significant proportion of tumours may indeed
exhibit CR. However, some tumours exhibit early
recurrence with a resistant phenotype (variant
SCLC, v-SCLC) that is unresponsive to therapy. The
genetic basis of this phenotype is not understood.
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Figure 12.10 BAD inactivation by growth factor receptor signalling. Phosphoinositide 3 kinase is activated upon growth factor
receptor ligation. The active enzyme possesses two subunits (p85 and p110). Phosphorylation of phosphoinositide (PtdIns), yields
PtdIns 1,4,5P3, which binds the pleckstrin homology domain of AKT leading to its activation via phosphorylation by PDK1/2. AKT
phosphorylates BAD, leading to 14-3-3 sequestration.
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Failure of therapy results in uncontrolled progres-
sion of the disease. FL exhibits relatively long-term
sensitivity to treatment, and will respond, often for
years. The disease undergoes transformation asso-
ciated with a change in phenotype to diffuse large
B-cell lymphoma. This form is aggressive, and
exhibits significantly lower tolerance to cytotoxic
therapy compared with FL. Genetic analysis has
shown that apoptosis regulation may determine
outcome in large B-cell lymphoma.
Apoptosis resistance is a major factor involved in

failure of systemic cytotoxic therapy. This phe-
nomenon is multifactorial. Local factors within a
tumour such as pH, and perfusion may be poor,
limiting drug bioavailability. Mutations leading to
upregulation of drug efflux pumps such as multi-
drug resistance proteins (MDR-1, MRP, LRP), may
significantly affect intracellular bioavailability.
Chemotherapeutic drugs typically effect cell death
via damage sensors associated with DNA, cellular
metabolism, or microtubule stabilization, and spe-
cific mutations may be sufficient to attenuate
apoptosis induction.
Common patterns of dysregulation of the core

apoptosis pathway have been identified recently.
Mutations leading to inhibition of the final common
pathway to apoptosis will effectively suppress cell
death induced by most cytotoxic stimuli. Over-
coming this problem requires functional dissection
of the core death apparatus in specific cancers, to

increase understanding of how such processes can
be reversed. Some of the major lesions in core
apoptosis signalling and their potential for thera-
peutic reversal are outlined below, and summar-
ized in Figure 12.12.

12.3.1 Apoptosome and caspase suppression
in cancer

Some cancers have been shown to exhibit reduced
expression of CASP9, resulting in reduced caspase
activation potential. Approximately 15% of non-
Hodgkin lymphomas have inactivating mutations
of CASP10, attenuating death signalling via the
extrinsic death pathway.

Expression of IAPs appears to be widespread in
several malignancies, such as non-SCLC, which
expresses survivin, and XIAP. Downregulation of
these proteins using antisense oligonucleotides
confers apoptosis sensitivity. The interaction
between IAPs and the endogenous IAP inhibitor
SMAC has been elucidated, with potential for drug
discovery. SMAC peptides can sensitize several
tumour models to chemotherapy in vivo, suggest-
ing utility of this approach in the clinic. Small
molecule SMAC mimetics discovered by combin-
atorial library screening exhibit chemosensitizing
efficacy, and are an exciting development. The lack
of expression of survivin in differentiated adult
tissue, suggests that its targeting may exhibit
tumour selectively, and thus minimize systemic
toxicity of chemosensitization strategies.

12.3.2 Regulation of BCL-2 family death
agonist proteins in cancer

Testicular cancer cells are highly susceptible to
apoptosis induction, and have been shown to
exhibit a high BAX : BCL-2 ratio. The tumour sup-
pressor TP53 is mutated in several cancers, result-
ing in failure of stabilization and accumulation
following sensing of DNA damage. The BH3-only
death agonists PUMA and NOXA are mediated by
p53 expression, and are potentially attenuated in
cancer due to defective p53.

12.3.3 BCL-2 and its homologues in cancer:
novel therapeutic targets

Several cancers overexpress BCL-2 and BCL-XL,
with the potential to suppress mitochondrial
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Figure 12.11 Kaplan–Meier survival curves comparing the
relative survival of patients with malignant pleural mesothelioma,
compared with seminoma.
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permeabilization. Downregulation of BCL-2 or
BCL-XL using antisense oligonucleotides has been
reported in patients with Non-Hodgkin’s lym-
phoma and melanoma, validating this approach as
a novel therapeutic strategy. Antisense BCL-2
facilitates apoptosis induced by chemotherapeutic
drugs, and represents a novel strategy for chemo-
sensitization (Webb et al., 1997; Jansen et al., 1998;
Waters et al., 2000). This approach is currently
being evaluated in clinical trials in a range of solid
and haematological malignancies. Suppression of
RNA translation by antisense oligonucleotides
requires a time lag to allow for endogenous pro-
teolysis of the target in order to achieve protein
downregulation. Anti-tumour properties of the
phosphorothioate backbone of antisense oligonu-
cleotides may exhibit additional desirable proper-
ties such as reduced cellular proliferation in
addition to target downregulation, due to binding
of growth factor receptors. Development of novel
bi-specific antisense oligonucleotides targeting
BCL-2 and BCL-XL simultaneously, have been

shown to overcome the potential problem of
redundant expression.
The BAX gene exhibits frameshift mutations

in gastrointestinal cancer, with the potential to
inhibit core apoptosis signalling (Rampino et al.,
1997). Reduced expression of BAX in breast
cancer is associated with poor response rates to
chemotherapy and worse survival (Krajewski et al.,
1995). Knowledge of the structural basis under-
lying heterodimerization between BCL-2/BCL-XL

and BAX/BAK is currently being exploited to
develop small molecule antagonists of this inter-
action. The BH3 domain of BAK can be mimicked
by small molecules, selected by random screening
of a large combinatorial library of small com-
pounds, or via theoretical determination of optimal
pharmacophore structure to enable high-affinity
binding. First-generation small molecule BAK
BH3 peptide mimetics (BBPMs) have been dis-
covered with micromolar binding affinity (Wang
et al., 2000; Enyedy et al., 2001; Tzung et al., 2001).
Second-generation nanomolar affinity (‘drugable’)
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Figure 12.12 Molecular targets with a potential to reverse apoptosis resistance in cancer.
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BBPMs have been identified, and will soon enter
clinical evaluation.

12.3.4 Exploiting the extrinsic apoptosis
pathway in cancer

TRAIL receptors have been shown to be functionally
active in several cancers and are a target for thera-
peutic drug development. Agonist monoclonal
antibodies to TRAIL receptors DR1 and DR2 are
currently undergoing early clinical evaluation.
Furthermore, activation of caspases via this path-
wayhas been shown to exhibit lowsystemic toxicity,
although potential for hepatotoxicity has been
suggested from studies in mice. The FADD/
CASP8 inhibitor FLIP-L is expressed at high levels
in melanoma, and effectively suppresses apoptosis
signalling via the DISC. FAS ligand exhibits signi-
ficant hepatotoxicity in preclinical models, and
is therefore not a valid target for anticancer drug
development.

12.3.5 Survival pathways as targets for
therapeutic intervention in cancer

Several cancers express EGFR, and this is a poor
prognostic factor for survival. Constitutive EGFR
activation effects PI3K-dependent phosphorylation
and activation of AKT, with concomitant inactiva-
tion of BAD. The EGFR is a target for therapy.
Several strategies for inhibiting EGFR are being
evaluated in the clinic, and include monoclonal
antibodies such as cetuximab, and small molecule
receptor tyrosine kinases such as ZD1839 and
OSI774. These molecules rely for their activity on
suppressing all downstream events from the
receptor within the PI3K pathway. Her2 (ERBB2) is
a prognostic factor in breast cancer, and a huma-
nized monoclonal antibody to this receptor, termed
Herceptin, has been validated as an effective ther-
apy in the management of breast cancer. There is
evidence however, that crosstalk between the PI3K
and MAPK pathways may promote constitutive
activation of PI3K and AKT, and that this may not
be prevented by specific inhibition of the ERBB
receptors alone. For example, constitutive Ras
activation may promote phosphorylation of MAPK
and therefore lead to phosphorylation of BAD even
in the presence of blocked EGFR. This mechanism
could account for the failure of response to EGFR
inhibitors in some patients.

Phosphorylated AKT can be measured in vivo in
cancers, and represents a potent anti-apoptotic
protein and putative therapeutic target. The small
molecule SRI13368 is a specific AKT inhibitor, and
more novel small molecules are in development.

The receptor tyrosine kinase c-kit is con-
stitutively activated in gastrointestinal stromal
tumours (GISTs), and mediates intracellular sur-
vival signals via the PI3K pathway. GISTs exhibit
significant chemoresistance with short median
survival. Recent clinical evidence has demon-
strated the dramatic antitumour activity of a small
molecule c-kit tyrosine kinase inhibitor, imatinib
mesylate (Gleevec/STI571). This agent has demon-
strated efficacy in chronic lymphocytic leukaemia
(CML), with the translocation t(9,22) bcr-abl
expressed in over 90% of cells. This results in the
constitutive activation of the tyrosine kinase abl,
which exhibits anti-apoptotic function. Imatinib
has been rapidly established as a new standard
therapy in the management of chronic phase CML
and GISTs, and represents a paradigm shift in
cancer therapeutics.

12.4 Concluding remarks

The last decade has witnessed extensive growth
of knowledge relating to mammalian apoptosis.
Applicationof this knowledge ishelping todefine the
important pathways that determine the apoptosis-
resistant phenotype of themost commonbut difficult
to treat cancers. Despite the complexity of regulation
of apoptosis pathways, functional genomics, and
target validation using small molecules, are identi-
fying new potentially therapeutic molecules at an
advancing rate. This will inevitably increase the
number of new agents entering clinical trial, and
thus the likelihood of effective drug discovery.
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Mechanisms of viral carcinogenesis
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There are many controls on proliferation and
survival of cells. These prevent development of
cancer unless multiple genetic or epigenetic
changes accumulate in the cells. As part of their
normal growth strategy, certain viruses happen to
cause changes in infected cells that are equivalent
to some of the changes required to make a cancer
cell. In this way these viruses make an important
contribution to certain types of cancer, to the
extent that prevention of the virus infection may
effectively prevent the cancer. About 14% of all
human cancer worldwide has this type of viral
component to its aetiology (Stewart and Kleihues,
2003). Studies on viruses associated with cancer
have been central to the discovery of the
mechanisms of cancer development and may
provide novel approaches to prevention or treat-
ment of cancers.

The long time taken to accumulate the genetic or
epigenetic changes that cause cancer generally
requires persistence of a virus if it is to contribute
to the disease. Some viruses involved in cancer
normally persist in their hosts long-term (e.g. the

herpesviruses EBV, Epstein–Barr viruses and
KSHV, Kaposi’s sarcoma herpesvirus), or cancer
may be associated with aberrant chronic persist-
ence of a normally acute virus infection. There is
not much evidence for a third theoretical possib-
ility (sometimes called ‘hit and run’) that the virus
contributes a key step in carcinogenesis but is
then lost.
The purpose of this chapter is to provide an

integrated overview of the mechanisms by which
viruses contribute to cancer. More detail about all
of the individual viruses discussed here can be
found in the relevant chapters of Fields Virology
(Knipe and Howley, 2001).

13.1 Tumour viruses in animals

Experimental systems for studying virus-associated
cancer in animals have been very important in
understanding the mechanism of cancer but the
viruses are generally different from the viruses that
are associated with human cancer (considered
separately below).
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13.1.1 Early history

The idea that viruses could be involved in causing
cancer in animals received direct experimental sup-
port from several discoveries in the first half of the
twentieth century. In 1908 Ellerman and Bangerman
described a formof infectious leukaemia in chickens
and in 1911 Rous showed that a virus could induce
sarcomas (Rous sarcoma virus, RSV). In 1930,
Shope demonstrated that papillomas (warts) could
be caused in cottontail rabbits by a virus (the
Shope papilloma virus) and that these warts had a
propensity to become malignant. In 1936 Bittner
discovered the transmission of a virus (mouse
mammary tumour virus, MMTV) that could cause
mammary cancer in mice and later, in 1951, Gross
reported the first mouse leukaemia virus. This
was followed rapidly in 1953 by his discovery of
polyoma virus, which causes many types of tumour
in mice. Most of these discoveries of animal cancer
viruses subsequently proved not to have direct
equivalents in human cancer but they were pivotal
in providing experimental systems in which the
mechanism of cell transformation to the malignant
state became understood. They also illustrate
mechanisms that are important in human cancer.

13.1.2 Animal retroviruses and cancer

Over many years, selective breeding of animals,
either for agriculture or for laboratory purposes,
revealed strains with a high incidence of cancer. In
a few cases, particularly in birds and in mice, this
has lead to the isolation of viruses that caused the
disease. The first of these to be isolated were ret-
roviruses of the oncovirus group. These viruses
(Figure 13.1) have a simple structure comprising
three genes called gag, pol, and env positioned
between the long terminal repeat region, which
contains a strong transcription promoter and
enhancer. There are two ways in which these
viruses can cause cancer.

(1) The normal life cycle of the retrovirus involves
reverse transcription of its RNA genome into DNA,
integration of the DNA into the host cell genome
and subsequent transcription of viral mRNAs and
new viral genomic RNA from that integrated DNA.
The position of integration of viral genomes in
infected cells is largely random. Occasionally a
viral genome may happen to integrate close to a
cellular gene that can cause cell proliferation. In this

case the viral LTR (long terminal repeat) sequence
can induce expression of the cellular gene and
promote tumour formation. Well-known examples
of this include integration of chicken, cat, or mouse
retroviruses near the c-myc gene to cause leukaemia
and integration of the MMTV near the int-1 and
int-2 genes to cause mammary tumours. Although
the virus integrated at random, identification of the
integration site in cells that grow out as a tumour
shows that these integration sites have been selec-
ted and this can be used as a method to identify cell
genes that contribute to cancer formation.

(2) Very rarely, an error in the retrovirus rep-
lication strategy can result in a modified retrovirus
that has acquired an extra gene by insertion of cell
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Figure 13.1 Retrovirus structures. Avian leukaemia virus is an
example of a wild type retrovirus of the oncovirus family. Acutely
transforming retroviruses are derived from such viruses by rare
recombination events that include a cell gene whose normal function
is in cell proliferation into the viral genome. RSV and Avian
Myelocytoma virus are examples of this. The cellular proto-oncogene
(in these cases c-src or c-myc) is converted to a viral oncogene, v-src or
v-myc. Often the viral oncogene is altered to some extent, truncated,
or mutated so that it has lost some of the normal constraints on its
activity. The viruses containing the oncogene are frequently defective
and require complementation by a wild type virus to permit their
replication. HTLV1 is also a retrovirus but naturally includes extra viral
genes additional to gag, pol, and env. The HTLV1 Tax gene is
important for cell proliferation caused by HTLV1.
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DNA. This usually involves loss of some of the viral
genetic material so these viruses are generally
dependent on complementing wild type virus to
permit their replication. If the cell DNA inserted
into the virus happens to encode a gene that pro-
motes cell proliferation or cancer, then this acutely
transforming retrovirus (Figure 13.1) can cause
cancer with very high frequency in infected ani-
mals. Many examples of this have been studied and
they are described in more detail in Chapter 7. The
realization that the viral oncogenes present in
acutely transforming retroviruses are derived from
cell genes involved in growth control was a key step
in identifying some of the genes involved in cancer.

Two common examples of retroviral-mediated
cancers in animals are the leukaemia caused by
bovine leukosis virus in cattle and a variety of
tumours caused by feline leukaemia virus in cats.
FeLV is the most common cause of non-traumatic
death in domestic cats in western countries and
cats are now generally required to be vaccinated
against FeLV before boarding in catteries. Both of
these viruses cause tumours by the mechanism 1
described above.

13.1.3 SV40 and polyoma

These small DNA viruses (now described as the
polyoma virus family) rely on the host cell DNA
polymerase to replicate their DNA so that they have
evolved mechanisms to cause the infected cell to
move into the late G1 and S phases of the cell cycle
(Figure 13. 2). This is a feature of many cancer-
associated viruses. SV40 (a monkey virus) causes
tumours in rodents, that is, not in its natural host,
where the replication cycle can be incomplete and
there is continued expression of the viral early
genes. These viruses also neutralize some of the
apoptosis and cell cycle checkpoint mechanisms
that normally protect against malignant trans-
formation. All of these properties favour produc-
tion of cancer cells. SV40 large T-antigen binds the
Rb and p53 tumour suppressor proteins and pre-
vents their function. SV40 small T inhibits protein
phosphatase 2A, another regulator of cell cycle
progression. The binding of the p53 protein to SV40
large T was one of the ways in which the signific-
ance of p53 was discovered.

There was a large-scale exposure of humans to
SV40 in the 1950s because it was an unknown con-
taminant of the Salk polio vaccine (which had been

grown in monkey cells that carried SV40). Fortu-
nately this did not result in any obvious pathogenic
effect but there is a suspicion that the virus might
play a role in some human mesothelioma; SV40
DNA has been detected in biopsies of this tumour
type in several studies but there is no direct evid-
ence that it caused the disease.
Polyoma virus can also cause tumours in mice in

cell types where its infection is non-productive. The
ability of polyoma large T-antigen to bind pRb,
although essential for cell-cycle activation and
immortalization of cells in culture, is not essential
for virus replication or tumour induction in the
mouse. Tumour induction by polyoma virus varies
according to mouse strain; this effect is partly
reflected in the expression of the mouse p150 Sal2
protein, which binds to polyoma large T (Li et al.,
2001). The Sal2 protein is a transcription factor that
can act as a tumour suppressor and is inactivated
by large T-antigen. For polyoma virus, most of the
transforming action is exerted by the middle
T-antigen, which has the ability to convert estab-
lished cell lines to an oncogenic state. Middle T is
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Figure 13.2 Transforming proteins of the SV40, papillomaviruses,
and adenoviruses all regulate the G1 to S cell cycle transition in
analogous ways. E2F transcription factor activity required for the G1 to
S cell cycle transition is regulated by Rb family proteins. In normal cell
proliferation, cyclin dependent kinases that have been activated in
response to growth factors or similar signals phosphorylate Rb,
causing it to unmask E2F activity and allow cell cycle progression.
SV40 large T antigen, papillomavirus E7, and adenovirus E1A can all
bind Rb and cause it to dissociate from E2F without G1 cyclin
dependent kinase activity. The same proteins also prevent that activity
of the p21 and p27 inhibitors of cyclin dependent kinase. Activation of
p53 dependent apoptosis or cell cycle arrest is prevented by the SV40
large T antigen, papillomavirus E6, and adenovirus E1B proteins.
SV40 large T and adenovirus E1B bind to p53 to inactivate it but
papillomavirus E6 causes p53 degradation, with the same functional
outcome.
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a membrane bound polypeptide that interacts with
several of the proteins used by tyrosine kinase
associated receptors to stimulate cell proliferation.
Middle T assembles a large multi-protein complex
at the cell membrane, comprising MT, the core
dimer of protein phosphatase 2A, a src-family tyr-
osine kinase, ShcA, phosphatidylinositol (3 0) kinase
(PI3 K), and phospholipase Cg-1 (PLCg). Tyrosine
phosphorylation stimulates PI3 K and PLCg enzym-
atic activity, and on ShcA creates binding sites for
Grb2with its associatedSos1andGab1. This activates
p21(ras) and hence the MAP kinase cascade. Other
studies have shown that the ability of the virus to
induce tumours is not strictly dependent on its
transforming functions as defined in vitro. No inac-
tivation of p53 has yet been described for polyoma
virus but there is evidence that the polyoma early
proteinsdisrupt P14ARF activationofp53 (Lomax and
Fried, 2001) andmight thus avoid p53 dependent cell
cycle checkpoints or apoptosis.

13.1.4 Adenovirus

In humans, adenoviruses generally cause severe
cold-like symptoms but in some animal cells where
replication of the virus is incomplete, cell trans-
formation can occur. Certain adenovirus DNA
fragments can also cause cell transformation when
transfected. The fragments containing the viral
E1A and E1B genes are required for this. E1A binds
to and inactivates pRb and the E1B proteins (56k
and 19k) bind and inactivate p53 and bax, sup-
pressing apoptosis, so that the virus is able to
overcome the check point associated with G1
and promote cell proliferation and survival. Puri-
fication and sequencing of the cell proteins that
bind to adenovirus E1A led to the identification of
the pRb protein and other members of the Rb
protein family.

13.1.5 Marek’s Disease Virus and other
animal herpesviruses

Marek’s Disease Virus (MDV) is a herpesvirus
that causes a commercially significant disease
of chickens. The disease became prevalent in
commercial flocks during the mid part of the
twentienth century but is now largely controlled by
vaccination. Before vaccination was introduced,
outbreaks would typically involve up to 20% of a
flock, with a substantial proportion developing

T-cell lymphomas (the virus also affects the nerv-
ous system). The vaccines are now made from a
mixture of related non-oncogenic herpesviruses of
turkeys and chickens.

The most important viral gene of MDV for
transformation appears to be the Meq gene. Virus
strains that are attenuated in transformation have
mutations inMeq andMeq can transform rat cells in
culture when transfected. The Meq protein is a
transcription factor of the b-ZIP family that is able
to dimerize with c-jun and various other cell bZIP
proteins (Liu et al., 1997). It has also been reported
to associate with complexes of cell proteins that can
include CDK2 (Liu et al., 1999), pRb, and p53. The
detailed mechanism of action of Meq is not yet
understood but it evidently can interact with sev-
eral factors involved in cell proliferation and death.
Recently, oncogenic strains of MDV have been
found to encode a functional viral homologue of
the RNA component of telomerase, which may also
help survival of cells infected with this virus
(Fragnet et al., 2003).

Several other animal herpesviruses have been
shown to cause tumours. The Lucké frog herpes-
virus (RaHV-1) causes renal adenocarcinoma in the
northern leopard frog, Rana pipiens. Interestingly,
metastasis of this tumour occurs as a function of
ambient temperature; frogs kept at 28� develop
many metastases whereas those kept at 7� do not.
The mechanism by which the virus contributes to
tumour development is as yet unknown.

In monkeys, herpesvirus ateles and herpesvirus
saimiri (HVS) can cause T-cell lymphomas. HVS
has been studied in some detail (Fickenscher and
Fleckenstein, 2001). In its natural host, the squirrel
monkey, HVS infects and persists without any
signs of disease. In contrast, the virus causes acute
peripheral T-cell lymphoma after experimental
infection of several other types of monkey. HVS
strains have been assigned to three subgroups (A,
B, and C). The transformation-associated genes in
subgroup C viruses, stpC (saimiri transformation-
associated protein) and tip (tyrosine kinase-
interacting protein), are adjacent in the viral
genome. Both stpC and tip are necessary for the
transforming activity of HVS. StpC was shown
to directly associate with cellular Ras, leading to
activation of the Ras pathway and it also binds to
TRAFs and causes activation of NF-kB. The other
transformation-associated protein, tip, associates
with the Src family tyrosine kinase p56lck, an
mRNA export factor Tap. Phosphorylated Tip also
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binds to and activates STAT transcription factors.
All the HVS strains also have the viral FLIP, cyclin
D, and LANA equivalents, discussed below under
KSHV, a human virus with some similarity to HVS.

13.1.6 Papillomaviruses in animals

The papillomaviruses will be discussed in more
detail below in the human cancer virus section but
Shope PV in cotton-tailed rabbits and BPV in cattle
are examples of PVs that have been studied in
animals.

Bovine papillomavirus (BPV)-induced papil-
lomas in cattle are benign tumours of cutaneous or
mucosal epithelia and generally regress. Occa-
sionally, the papillomas persist and undergo
malignant transformation to squamous cell carcin-
oma, particularly in the presence of co-carcinogens
from the environment. This occurs with BPV-2 and
cancer of the urinary bladder, and BPV-4 and can-
cer of the upper alimentary canal in cattle feeding
on bracken fern. Quercetin appears to be the active
co-carcinogen in the bracken fern. In cell culture
transformation systems with PV DNA, the E5, E6,
and E7 proteins all play a role. E7 protein binds to
pRb and inactivates p21 and p27, overcoming the
G1 cell cycle checkpoint mediated by those pro-
teins. E6 binds to p53 and causes its degradation.
These activities are analogous to the mechanisms
described above for SV40 and adenovirus. The E5
protein is a small membrane protein that can sta-
bilize other membrane proteins, for example, the
epidermal growth factor receptor (EGFR) and thus
enhances cell proliferation by increasing signal
transduction through EGFR.

13.2 Tumour viruses in humans

13.2.1 Papillomaviruses

There are many different subtypes of the herpes-
virus (HPVs) (subtypes are distinguished by lack of
cross hybridization or percentage sequence dis-
similarity). The disease associations of papilloma-
viruses are highly specific to subtypes.

Squamous carcinoma of the cervix is one of the
major cancers in women worldwide and most cases
are now thought to involve infection by one of the
high risk types 16, 18, 31, or 33 of HPV. Of these,
HPV16 accounts for about 65% and HPV18 about
20% of cases. Cervical carcinoma accounts for the

great majority of HPV-associated cancers but many
other anogenital cancers also involve the same HPV
types. Up to 20% of oropharyngeal carcinomas
have also been reported to contain the high risk
types of HPV. Cervical intraepithelial neoplasia
(CIN) is the precursor lesion to cervical carcinoma
that contains proliferating cells. These cells can be
detected in cervical smears, which are currently
used to screen for women at risk of developing
cervical cancer. CIN also very frequently contains
HPV so the virus infection is thought to be a relat-
ively early event in the development of disease;
some investigators consider that the CIN I stage is
equivalent to infection of the cervical epithelium by
a high risk HPV type. In Western countries about
10% of normal women have been infected with
HPV high risk types. There has recently been pro-
gress in developing a vaccine that is highly effect-
ive in preventing infection by the high risk HPV
types, as assessed by serum antibodies. This vac-
cine uses virus-like particles (VLPs) that assemble
spontaneously when the virus capsid proteins are
expressed artificially and these VLPs are immuno-
genic (Koutsky et al., 2002). There are preliminary
indications that the vaccine prevents CIN (Koutsky
et al., 2002) and large-scale trials are now underway
to determine whether the apparent prevention of
infection ultimately results in prevention of cervical
cancer. If effective, this vaccine approach could also
be applied to other HPV associated cancers in
immunocompetent people.
The main transforming activity of HPV16 is

associatedwith the E6 and E7 proteins (Figure 13.2);
as in BPV there is also some evidence for a con-
tribution from E5. In cancers, some or all of the
HPV genomes are frequently found to have become
integrated at random locations in the cell chromo-
somes. The linearization of the HPV genome that is
required for this frequently interrupts the E2 gene
and thus prevents the E2 protein from repressing
the viral promoter that expresses E6 and E7. This
favours increased expression of E6 and E7 and
continued expression of these proteins has been
shown to be required for continued growth of cer-
vical carcinoma cells in culture. Disruption of E4,
which overlaps E2, also evades negative effects of
E4 on cyclin B activity and evades a G2 checkpoint.
The E7 protein from high risk HPV types binds

the pRb protein and prevents its checkpoint func-
tion in the G1 phase of the cell cycle, favouring cell
proliferation. The E7 proteins of high risk types are
much more effective at this than those of low risk
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HPV types. E7 also inactivates the cdk inhibitors
p27 and p21, which normally also act as brakes on
cell proliferation. E7 has also been reported to affect
pyruvate kinase activity, perhaps suggesting an
additional modulation of carbohydrate metabolism
in infected cells.
The E6 protein binds p53 and overcomes the

tumour suppressor and apoptotic function of p53.
E6 promotes the ubiquitination of p53 and its sub-
sequent degradation by interaction with the E6-AP
ubiquitin ligase enzyme. E6 can also block induc-
tion of beta-interferon in papillomavirus infected
cells through an effect on interferon regulatory
factor 3 (IRF-3) and associates with the focal
adhesion plaque protein paxillin. E6 can addition-
ally bind to the proapoptotic Bak protein ( Jackson
et al., 2000) and to E6TP1, a GAP protein regulating
transduction of mitogenic signals. The C-terminus
of E6 can also bind to some cell proteins containing
the PDZ domain (e.g. Dlg and various other sig-
nalling proteins) and cause their degradation. The
relative importance of these interactions is still
being investigated but both E6 and E7 are clearly
multifunctional proteins that can increase cell pro-
liferation and survival by several mechanisms.
The E5 protein of HPV has been shown to act in a

similar way to that of BPV and may thus also
contribute to cell transformation. Early data
favoured stabilization of EGFR on the cell surface
as a mechanism by which E5 contributes to cell
transformation but more recent studies in human
keratinocytes suggest that EGFRmay not be the key
component that is affected, since the effects of E5
were independent of the addition of EGF.
In addition to the consequences of HPV gene

expression, it is clear that other genetic or epige-
netic changes in the cell are involved in cervical
cancer. In this context, the ability of HPV E6 and E7
to promote genome instability is likely to be
important. Expression of E6 and E7 can permit
accumulation of many different types of abnor-
malities in chromosome number and structure.
Although the long-term hope for the major can-

cers associated with HPVs is that a vaccine will
prevent the disease, this is still uncertain and there
is also a very large cohort of people currently
infected who presumably would not benefit from a
vaccine. There is thus great interest also in devel-
oping therapeutic drugs or vaccines that might
target HPV gene expression in human disease.
Since HPVs are clearly important in squamous

carcinoma of the cervix, there has also been

extensive investigation of whether HPVs might be
involved more generally in skin cancers. Although
various HPV types can often be detected by PCR
(polymerase chain reaction) in normal skin, there is
no substantial evidence for a general involvement
of HPVs in skin cancer. The exception to this is a
very rare inherited condition called epidermodys-
plasia verruciformis (EV). The EV gene has not yet
been identified but two genetic loci have been
linked to the disease. HPV type 5 is found in the EV
cutaneous lesions and the lesions are susceptible to
malignant transformation, particularly at sites
exposed to sunlight. It is thus suggested that the
HPV might play a role in the carcinomas that can
develop in EV patients.

13.2.2 Epstein-Barr virus

EBV is the clearest example of a human virus that
directly causes cell proliferation and it is also
involved in several types of human cancer. EBV
infects B lymphocytes and causes resting B cells to
proliferate; immortalized cell lines (lymphoblastoid
cell lines, LCLs) are readily obtained. EBV can also
infect epithelial cells and this is reflected in its
association with most undifferentiated nasopha-
ryngeal carcinoma and a small proportion of gastric
carcinomas. Other cancers associated with EBV are
Burkitt’s lymphoma (a B-cell lymphoma), some
cases of Hodgkin’s disease and, in immunosup-
pressedpeople, immunoblastic lymphomas,orpost-
transplant lymphoproliferative disease. A small
number of leiomyosarcomas and certain T-cell
lymphomas are also EBV associated.

The great majority of people in the world (90%)
are thought to be infected with EBV and carry the
virus for life, so epidemiological evidence linking
the virus to cancer at the population level is gener-
ally weak. Serological studies in Africa have linked
an enhanced EBV antibody titre to incidence of
Burkitt’s lymphoma (BL) and rising titres of certain
EBV antibodies are strong predictors of nasophar-
yngeal carcinoma inChina.However, the number of
B cells infected in a normal carrier is very low
(about 1 in 100,000 peripheral B cells) (Thorley-
Lawson, 2001) so the presence of EBV in almost
every tumour cell in Burkitt’s lymphoma or naso
pharyngeal carcinoma (NPC) is an impressive
degree of association. The fraction of normal
lymphocytes infected by EBV is somewhat higher in
people suffering from malaria, one of the cofactors
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for BL in Africa but the proportion is still low.
Infection usually occurs asymptomatically in early
childhood but in Western countries infection is
sometimes delayed until adolescence or adulthood.
Primary infection at this stage often causes infec-
tious mononucleosis (glandular fever). Here EBV
infection and replication causes an initial prolifera-
tion of EBV infected B cells followed by a massive
immune response to those cells and replicating
virus. Up to 25% of the cytotoxic T-lymphocyte
population can be directed against single EBV
antigens in this situation (Callan et al., 1996). The
symptoms of IM (infectious mononucleosis) are
essentially a consequence of the immune response,
so the illness resolves as the immune response
subsides to that in a normal virus carrier. A few rare
families have an inherited X-linked mutation that
prevents an effective immune response to EBV (the
mutation is in the SAP gene, also called SH2D1A).
Boys affected by this mutation (Duncan’s syn-
drome, X-linked lymphoproliferative disease) can
suffer severe lymphomas after primary EBV infec-
tion, which are frequently fatal.

The genes of EBV whose expression causes pro-
liferation of normal cells have been identified and

are summarized in Figure 13.3. Their functions are
consistent with EBV constitutively subverting
growth pathways of the B cell that would be nor-
mally used in the response to antigen. LMP1 can
mimic the cell survival effects of CD40 signalling,
inducing the bcl-2 and A20 proteins that can protect
against apoptosis. The EBNA-2 transcription factor
induces c-myc and Runx3 expression (Spender et al.,
2002), causing cell proliferation. EBNA-2 has a
strong transcription activation domain but does not
bind DNA directly, instead associating with spe-
cific DNA binding cellular proteins such as the
PU.1 transcription factor and the RBP-Jk compon-
ent of the Notch signal transduction pathway. RBP-
Jk also binds to the EBNA-3 family of proteins.
EBNA-3A and EBNA-3C can additionally bind to
the CtBP repressor in the polycomb complex
(Touitou et al., 2001; Hickabottom et al., 2002) and
overcome cell cycle checkpoints (Parker et al., 2000;
O’nions and Allday, 2003), perhaps also allowing
chromosomal instability that can be associated with
cancer. Lymphomas similar to LCLs also occur in
patients immunosuppressed after transplants. The
EBNA and LMP proteins described above cause
cell proliferation and survival in these tumours but
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EBER1, 2

LMP-2A, 2B
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EBV proteins essential for B cell immortalization

Nuclear proteins
EBNA-1 Plasmid maintenance in latent replication
EBNA-2 Transcription factor–induces Myc, Runx-3
EBNA-LP Cooperates with EBNA-2
EBNA-3A and 3C Overcome cell cycle checkpoints, bind CtBP

Cytoplasmic membrane protein
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Figure 13.3 EBV latent cycle gene expression EBV latent cycle gene positions in the viral genome are shown relative to a scale in kb. The
EBNA genes are transcribed from a common promoter in LCLs (Cp) and the mRNAs are made by alternative splicing of a repetitive leader
section onto the coding portions of the RNAs. Additional alternative splicing at the 5 0 end can create an initiator met residue to allow
expression of EBNA-LP from the repetitive leader section.
All the genes shown are expressed in EBV immortalized B lymphocytes (latency III). Those labelled in italics and listed in the table below

are essential for efficient B-cell immortalization. In latency I in BL cells, only EBNA-1 and EBER RNAs are expressed. Latency II, found in NPC
is intermediate with no EBNA-2. In vivo, latent persistence in memory B cells may involve only EBER RNA and residual stable EBNA-1 protein
with some cells also containing LMP2A.
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the cells have also acquired additional mutations
that make the lymphoma cells more tumorigenic
than simple EBV LCLs. Although it is not essential
for immortalization, LMP2A plays an important
role in latent B-cell infections, blocking signall-
ing through the B-cell receptor and consequently
preventing induction of the virus lytic cycle.
The role of EBV in cancers of people who are not

immunosuppressed is more difficult to interpret
because the genes that are clearly involved in caus-
ing proliferation in LCLs are frequently not
expressed in those cancer cells. The most striking
example is in EBV positive Burkitt’s lymphomas,
where there seems to be a selection against expres-
sion of EBNA-2 (Kelly et al., 2002), in contrast to the
LCLs, where continued expression of EBNA-2 is
required for proliferation. BL cells characteristically
have a translocation of MYC to one of the immuno-
globulin loci, which de-regulates MYC expression
and the MYC gene is also sometimes mutated (Gu
et al., 1994) so that the MYC protein is stabilized.
Defects in proteasome-mediated protein degrada-
tion also contribute to the stabilization of MYC
protein in BL cells. EBNA1, the EBER RNAs, and a
very low level of BART/CST RNAs are the EBV
transcripts detected in most BL cells of the group I
type that retain the correct BL phenotype. Cloning
EBV positive and negative cells from BL cell lines
that have a tendency to lose their EBV genomes in
culture indicates that the EBV positive lines are
more tumorigenic. The EBER RNAs have been
reported to mediate this contribution to tumor-
igenicity (Nanbo et al., 2002) but the mechanism by
which thismaywork remains to be fully established.
There is a low background of sporadic BL

worldwide in which the tumour cells do not
contain EBV, but a 10-fold higher incidence of
endemic BL in parts of the world where malaria
is hyperendemic. These cases usually have EBV in
the tumour cells and the mechanism by which the
tumours develop is slightly different since they are
derived from subtly different stages of B-cell
development. The role of EBV in BL might include:

(1) The EBNA and LMP genes involved in LCL
immortalization enhance survival or proliferation
of an early stage of the disease followed by
selection of cells which have down-regulated the
immunogenic EBNAs and LMPs.
(2) The tumorigenic contribution of EBV in BL
might differ from LCL immortalization, implied by
the EBER results described above.

The mechanism remains to be established but it
is clear from clonality of the BL cells and the EBV
present in them that the virus was present in the
tumour cells at the beginning of tumour develop-
ment. Because of the low frequency of EBV positive
normal B cells, there is thus a much greater chance
of BL developing in an EBV positive B cell than an
EBV negative one. There is also an interesting dif-
ference in the positions of the MYC translocations
between the EBV positive and negative tumours. In
EBV negative tumours the breakpoints relative to
MYC are always very close to the MYC gene, usu-
ally just upstream of the start or in the first exon. In
the EBV positive BLs, the breakpoints can be spread
over a long distance either up or downstream of the
MYC gene. If the errors leading to translocation are
random, this implies that only a very restricted
subset of translocation events go on to cause BL in
EBV negative cells. The broader range of c-MYC
translocation points found in the endemic (EBV
positive) BL cells suggests that more of the trans-
location events were able to cause BL in EBV pos-
itive cells. The mechanism by which this effect of
EBV might occur is unknown.

In Hodgkin’s disease the tumour mass comprises
mainly non-malignant reactive B cells, which are
usually EBV negative but there is also a character-
istic tumour cell type, the Reed-Sternberg cell,
originally also derived from the B lineage. These
Reed-Sternberg cells carry EBV in about 30% of
cases and there is high expression of LMP1 and
LMP2 in them. It seems likely that this contributes
to the survival of these cells.

The link between EBV and NPC was initially
discovered serologically (Old et al., 1966) but EBV
DNA was soon demonstrated in the tumour cells
(zur Hausen et al., 1970). The disease has a much
higher incidence in Chinese people in the South of
China and in Singapore than in Western countries.
Some North African and Inuit populations have an
intermediate incidence. NPC patients characterist-
ically have high titres of antibodies to EBV lytic
cycle antigens (a puzzle since the EBV infection of
the tumour cells is almost completely latent). Ris-
ing titres of antibodies to some early lytic cycle
EBV antigens have been used in population
screening in Southern China to identify people at
risk of NPC, which can be treated effectively by
radiotherapy if it is identified early. The NPC
tumour is a mixture of lymphoid and epithelial
cells but it is the malignant epithelial cells that
virtually contain EBV. The EBV LMP-2 protein is
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transcribed in NPC tumour cells and about half of
the cells also express variable levels of LMP-1. The
contribution of EBV to the transformation of the
cells is poorly understood—changes in several cell
genes have been reported in a proportion of NPC
tumours, including loss of p16/P14ARF expression
(Lo and Huang, 2002). NPC is thought to result
from a combination of inherited susceptibility in
the populations at risk (Feng et al., 2002), EBV and
chemical carcinogenesis from ethnic foodstuffs or
environmental carcinogens. Recent data indicating
that relevant genetic and epigenetic changes can be
detected in normal oropharyngeal epithelium in
susceptible populations in South East Asia has
lead to the suggestion that EBV infection may not
be an initiating event in the epithelial cells but
contribute to the later stages of tumour develop-
ment. LMP-2A has been shown to cause hyper-
plasia in epithelial cell raft cultures (Scholle et al.,
2000) so this might be a mechanism for an EBV
contribution.

13.2.3 Kaposi’s sarcoma herpesvirus

Discovery of DNA from this virus (systematically
named human herpesvirus 8 (HHV-8)) was repor-
ted in 1994 in a biopsy of Kaposi’s sarcoma (KS)
and the complete virus was then characterized very
rapidly. Like EBV, it is a member of the herpesvirus
family but it is only present in about 5% of the
population and incidence of the virus infection can
be related epidemiologically to disease (Boshoff
and Weiss, 2001). KS occurs classically in the
absence of HIV in southern European, and Medi-
terranean Arab and Jewish populations. A much
higher incidence has appeared as a result of the
AIDS epidemic in many parts of the world so that,
for example, KS now comprises 10% of malig-
nancies in Uganda. Some rare lymphomas in AIDS
patients known as multicentric Castleman’s Dis-
ease and plasmablast variant primary effusion
lymphomas also contain KSHV.

The tumours contain a latent viral infection and
the virus expresses several genes that can affect cell
proliferation and prevent cell death. Some of these
are adjacent on the viral genome and are tran-
scribed together. Two of the viral genes are clearly
able to affect cell proliferation and promote
cell transformation. Like adenovirus E1A, KSHV
LANA is reported to bind pRb and to cooperate
with an activated Ras oncogene to transform cells

in culture, suggesting that it has an ability to
overcome a cell cycle checkpoint. In addition,
LANA also includes a replication/plasmid main-
tenance function similar to EBV EBNA-1. KSHV
also encodes a cyclin, which is expressed in the
tumour cells. This viral cyclin combines properties
of the cell cyclins E and D, so that it is very effective
at promoting cell cycle progression and has been
shown to be much more tumorigenic in the absence
of the cellular p53 function in a transgenic mouse
model (Verschuren et al., 2002). Both LANA and
the product of orf K10 are reported to bind p53 and
reduce its ability to cause transcriptional activation
and this may expose the proliferative activity of the
KSHV cyclin.
A protein known as vFLIP (FLICE inhibitory

protein) is expressed during latency by KSHV and
is effective at preventing apoptosis of cells through
inhibition of signal transduction from, for example,
the Fas receptor or TNF receptor. The virus also
encodes an analogue of the cell bcl-2 apoptosis
inhibitor. There is clearly an overall similarity to the
cell proliferative and apoptotic cell pathways
affected by several other tumour viruses but the
detailed mechanism that has evolved in KSHV is
slightly different. The greatly enhanced incidence
of KS in AIDS patients (who also have a higher rate
of KSHV infection) might be explained by reduced
immune surveillance but there is also evidence for
a direct contribution from HIV, perhaps through
the HIV-1 Tat protein. Tat is able to induce cell
angiogenic and proliferative pathways and to
directly activate the NF–kB pathway and thus may
cooperate with KSHV to cause KS.
The KSHV infection in tumours is mainly latent

but there are a few lytically infected cells and these
may produce growth factors such as viral IL6 and
cellular VEGF that are involved in the KSHV-
mediated disease pathogenesis. The action of the
KSHV G protein coupled receptor protein (vGPCR)
that signals constitutively to the JNK and p38 MAP
kinases, PI3 kinase, and to the NF-kB transcription
factor is thought to mediate expression of these
soluble factors.

13.2.4 Human T-cell leukaemia/
lymphoma virus

This virus is endemic in the south-west part of
Japan, parts of West Africa, and in the Caribbean. It
is also found in the peoples of some Pacific islands
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and in Australian aborigines. It can infect many cell
types in vitro but in vivo infection is almost totally
confined to T-lymphocytes. HTLV-1 causes adult
T-cell leukaemia (ATL) in a small proportion of
infected people. Although ATL is generally a rare
disease, there are about 800 new cases per annum
in Japan. HTLV-1 also causes (probably indirectly)
a condition known as HTLV-1 associated myelo-
pathy or tropical spastic paraparesis (HAM/TSP),
that was recognized initially in a Caribbean popu-
lation infected with HTLV-1 but is also present in
Japanese people infected with the virus.
HTLV1 is a retrovirus of the oncovirus sub-family

but contains extra genes in addition to the basic gag,
pol, and env (Figure 13.1). Of these, the Tax gene
appears to be the most important for the ability of
HTLV1 to cause cell proliferation. Tax induces cell
and viral gene expression by activating other DNA-
binding transcription factors. It binds to IkB to cause
the activation of NF-kB and activates the HTLV-1
transcription from the LTR. Via NFkB, Tax also
induces IL-2 and the IL2 receptor. It can thus
stimulate T-cell growth through an autocrine IL-2
mechanism. Tax can additionally bind and inactiv-
ate cell cycle checkpoint proteins p16 and MAD1 (a
mitotic checkpoint protein) so there are several
ways in which it can contribute to cell proliferation
and transformation, particularly in CD4þ T cells.
There also appears to be an inactivation of p53
function, possibly involving phosphorylation of
serine 15 of p53 in cell lines transformed byHTLV-1.
The position at which the HTLV-1 provirus is integ-
rated in the cell chromosome appears to be random
but the cell populations in ATL are normally clonal
with respect to the integration site.
The long-term persistence of HTLV-1 involves

the virus causing T-cell proliferation and can
involve a much higher viral load than, for example,
EBV. Immune surveillance maintains a balance of
virus-infected cells and CTL-mediated killing that
can persist life-long without significant disease. If
ATL develops, this will normally be many years
after primary infection (up to 50 years later) and
there will have been progressive accumulation of
changes in tumour suppressor genes and onco-
genes in the HTLV-1 infected cells as the tumor-
igenic ATL cell population eventually emerges.
These associated changes in cellular tumour sup-
pressor genes and oncogenes have not been fully
characterized but examples of deletion or mutation
of CDKN2A(p16) and TP53 have been reported.
The smouldering ATL that can be present in

intervening years involves proliferation of T-cells
that appears to be dependent on Tax expression.
Mature ATL cells were originally reported not to
express Tax but with improved methods it can now
sometimes be detected at low levels in ATL.

Tax protein is a major target for the Cytotoxic T
lymphocytes (CTL)-mediated immune surveillance
that operates in HTLV-1 infected people. The CTLs
are constantly killing HTLV-1 infected cells. There
can be large differences between individuals in the
virus load at which the balance between virus
replication and CTL mediated killing of infected
cells becomes established. The virus load can differ
between individuals by more than 10,000-fold but
in each individual the virus load reaches a stable
‘fixed point ’, which appears to represent a balance
between virus replication and CTL-mediated kill-
ing of infected cells. There is evidence for an effect
of major histocompatability complex (MHC) type in
determining the proviral load, which in turn affects
the risk of HAM/TSP disease that is associated
with HTLV-1.

13.2.5 Hepatitis viruses and cancer

Chronic infection with hepatitis B virus (HBV) or
hepatitis C virus (HCV) is a major cause of primary
liver cancer (hepatocellular carcinoma, HCC), one
of the major cancers in South East Asia and in
Africa. HCC accounts for about 4% of all cancer
worldwide; HCC and cervical cancer are the virus
associated cancers with much the highest incidence
in humans. Classic epidemiological studies in
Taiwan showed that chronic infection with HBV
conferred a very high-risk factor for development
of HCC. In high-risk areas most of the population
was infected with HBV in early childhood and
many years of chronic carriage of HBV are norm-
ally required for tumour development of HCC. The
development of a vaccine for HBV in the 1980s has
permitted mass vaccination of populations but it
takes many years for the young cohort who avoid
infection as a result of vaccination to reach the
typical age for development of HCC. Nevertheless,
initial results are very encouraging and there are
signs that vaccination may play a major role in
preventing liver cancer caused by HBV (Kao and
Chen, 2002).

HBV and HCV are completely different viruses,
merely connected by their ability to infect the liver
and cause hepatitis. There has been a long debate as
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to whether these viruses encode proteins with
direct oncogenic functions or whether the cancer is
a result of chronic damage caused to the liver
because of the hepatitis. The liver is able to regen-
erate after cell death of part of the liver and this
proliferation could provide the opportunity for
accumulation of the genetic errors that can lead to
cancer, particularly if carcinogenic chemicals are
also present. Cirrhosis caused by alcohol abuse also
involves death of liver cells and their replacement
and is an independent risk factor for liver cancer by
such a chronic damage mechanism.

HBV is a hepadnavirus and thus has a small ds
DNA genome. Integration of the viral DNA into the
host cell chromosomes can occur but is not a nor-
mal part of the viral life cycle. Although there are
examples of integration events at genes relevant to
cell growth control (cyclin A, thyroid hormone
receptor), in animal model systems, these do not
reflect the human situation, where HBV integration
events appear to be random. TheX gene of HBV is a
transactivator of transcription, can cause trans-
formation of cells in culture and may block the
function of p53 by binding to it. Some strains of
transgenic mice expressing the X gene are prone to
liver cancer and have enhanced sensitivity to
chemical carcinogenesis. X protein has also been
reported to bind to XAP-1, a protein involved in
repair of DNA damage, suggesting an additional
mechanism by which it could contribute to cancer
development.

Repeated exposure to aflatoxin B1, which can be
produced by Aspergillus fungus contaminating
food, is another major risk factor for HCC. Afla-
toxin induces a specific mutation in amino acid 249
of p53, the clearest example of a targeted mutation
of p53. There are thus several direct and indirect
routes for HBV to contribute to HCC development.
It is likely that all of these are important to some
degree.

HCV is a flavivirus (RNA genome). The existence
of non-A, non-B hepatitis viruses was inferred from
cases of transfusion hepatitis that were not
explained by the A or B viruses but HCV was not
identified until 1989. Patients with HCV-related
HCC tend to be older than HBV related cases and
the HCV cancers are linked more frequently to
alcohol-induced cirrhosis. There is little evidence
for a direct oncogenic effect of HCV, so liver cell
damage and repair in response to viral infection
seems to be the most likely mechanism by which it
contributes to liver cancer. In some European

countries where HBV related HCC is relatively
rare, HCV can account for up to 80% of primary
liver cancers. No vaccine is yet available for HCV.
In some parts of Africa, it seems likely that HCV
was unwittingly transmitted widely by the re-use
of syringes and needles during early mass vac-
cination programmes for other diseases. For
example, in Egypt 20% of the population is now
infected with HCV.

13.2.6 HIV and AIDS

Although HIV is not thought to be directly
oncogenic, the loss of immune surveillance and
enhanced cell proliferation in the immune response
provide a mechanism for cancer development. KS
was an obscure disease until the AIDS epidemic,
when it was soon recognized as a sign of advancing
disease in AIDS patients. With improved therapies
for HIV in Western countries patients are surviving
longer, resulting in an increase in numbers of
lymphomas, although with the latest triple drug
therapies survival is further extended without
additional incidence of lymphoma. Some of these
lymphomas are linked to EBV but the majority are
not. There is thus an increase in cancers as a result
of HIV and the huge scale of the AIDS pandemic
will make this increasingly numerically important.

13.3 Other infectious agents
and cancer

Although it is not a virus, for completeness it is
useful to note the important role of the bacterium
Helicobacter pylori in gastric carcinoma. H. pylori
infects up to 50% of the world’s population and is
the leading cause of chronic gastritis, which is
known to precede gastric cancer. Current ideas on
the mechanism by which H. pylori might contribute
to gastric carcinoma focus on the inflammation
produced by the bacterium and the reduction in
acid secretion it causes. Inflammation can result in
reactive oxygen species and reduced acid in the
stomach, which is associated with increased levels
of mutagenic nitrosamines and increased secretion
of gastrin (which promotes epithelial cell growth).
It therefore appears to be an indirect mechanism by
which H. pylori contributes to gastric cancer. Anti-
biotic treatment is clearly beneficial for peptic
ulcers caused by H. pylori but it remains to be
determined whether use of antibiotics to prevent
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gastric carcinoma will be pursued because the
bacterial infection is also associated with reduced
levels of certain other diseases.
Several other human viruses have been con-

sidered as possibly being involved in human can-
cer. Herpes simplex virus type 2 was studied for
many years in connection with cervical cancer prior
to the discovery of HPV16. Since HSV2 and HPV16
are both transmitted through sexual contact,
HSV2 infection is now thought to be frequently
co-incidental with HPV16 rather than causative of
cervical cancer. Another herpesvirus, cytomegalo-
virus has also been studied in connection with
cancer because certain fragments of CMV DNA
were found to cause transformation of human cells
when transfected. There is, however, no substantial
evidence for CMV causing any human cancer.
Human viruses of the polyoma family have also

been studied for cancer connections. BK virus has
been detected in pancreatic adenomas and various
types of brain tumour but it can also be present in
normal tissue of these types. BKV is oncogenic in
rodents but there is no other evidence that it con-
tributes to human cancer. Similarly JC virus has
been reported in tumours of the brain, colon, and in
some leukamias but there is no evidence for a
causative role.

13.4 Therapeutic implications—
vaccination and targeting therapy
to cancer cells

If a virus causes cancer, the obvious approach is to
vaccinate against the virus infection. This has been
implemented for HBV and there are some prelim-
inary indications that this may be effective in
reducing HCC. Early trials of the HPV vaccine also
look promising and this is being tested for its ability
to prevent cervical carcinoma. Vaccines for the
other human viruses discussed here are still a long
way in the future.
Even when vaccines are available, there is a large

burden of disease in people already infected by the
viruses in whom vaccines will have no effect. In
these cases it will be interesting to consider the
possiblity of novel therapeutic approaches based
on the presence of the virus in the tumour cells. The
fundamental problem in cancer therapy is how to
distinguish cancer cells from normal cells and then
kill the cancer cells. The differences between cancer
cells and normal cells are frequently very subtle but

in the case of the virus associated cancers the
presence of the virus provides an obvious oppor-
tunity for development of novel therapeutic agents
that could be selective for virus infected cells.
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14.1 Introduction

Complex multicellular organisms maintain cellular
homeostasis at the local tissue level via a diverse
array of secreted low-molecular weight mediators
collectively called cytokines. These include tumour
necrosis factor-a (TNF-a), interleukins (ILs), inter-
ferons (IFNs), colony-stimulating factors, chemo-
kines, angiogenic factors, and growth factors.
Unlike classical endocrine hormones, these pro-
teins act in an autocrine, paracrine, and/or juxta-
crine fashion on a variety of cells, ranging from
stem cells to those that are fully differentiated.
Cytokines act within an informational network
consisting of ligands and their respective cell-
surface receptors and downstream intracellular
signalling pathways, enabling cells to participate in
a range of processes including cell activation (sur-
vival, growth, and differentiation), cell death
(apoptosis), cell motility, inflammation, and
immunity (see Table 14.1). Since cancer is intim-
ately linked with aberrations in these pathways
(reviewed in Hanahan and Weinberg, 2000) either
at a genetic or epigenetic level, disturbances in the

‘cytokine network’ may promote the malignant
phenotype. Evidence in recent years has docu-
mented that this is undoubtedly the case, and that
cytokines often display seemingly paradoxical
roles in tumorigenesis.

The factors determining the ‘double-edged’
nature of cytokines in relation to cancer are poorly
understood; however, dose, timing (e.g. proliferat-
ive state), cell type, and the effect of other cytokines,
nutritional factors, and local mediators are all
important (see also Ardestani et al., 1999; Mocellin
et al., 2001). For example, transforming growth
factor-b (TGF-b) is considered a tumour suppressor
early on in mammary oncogenesis, and assumes a
tumour-promoting role with more advanced breast
tumours. Thus, modulation of the cytokine network
and, in turn, the tumour–stroma landscape,whether
with cytokine ligands or antagonists provides a
rationale for cancer therapy. Here, following a
review of the tumour microenvironment, we dis-
cuss the roles of several cytokines in cancer
emphasizing their clinical use and areas currently
under development (i.e. cytokine antagonists).
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14.2 The tumour microenvironment

Cancer comprises both a neoplastic clonal cell
population in a continuous state of evolution and
stromal cells which provide sustenance and facil-
itate the metastatic process of the malignant cell.
The stromal cell component varies between and
within tumour types and consists of fibroblasts
(myofibroblasts, carcinoma-associated fibroblasts),
endothelial cells and pericytes, and cells of the
innate (macrophages, eosinophils, and natural
killer (NK) cells) and adaptive immune system (B
and T lymphocytes). The extracellular matrix
(ECM) with its proteases and scaffolding proteins,
constitutes the final element of the tumour micro-
environment. Thus, the tumour mass has been
likened to an ‘outlaw organ’ which has co-opted
normal cells and reprogrammed their biology at the
service of the cancer cell. Attempts made by the
immune system to inhibit tumour progression,
including the release of various cytokines, are often
inadequate and instead provide a means for the
cancer cell to further adapt to its host (reviewed in
Szlosarek and Dalgleish, 2002).

The critical importance of stroma in tumori-
genesis has been confirmed by a series of experi-
ments that, by modulating the stromal cell and/or
ECM composition, have demonstrated either an
inhibitory or enhanced effect on cancer growth.

A striking feature of many epithelial cancers is an
underlying inflammation, which often predates the
disease, functioning both as a tumour promoter
and as a key determinant of tumour stroma (see
Table 14.2). Dvorak compared tumours to ‘wounds
that do not heal’ and several recent reviews have
revisited and expanded upon these observations
(see O’Byrne et al., 2000; Balkwill and Mantovani,
2001; Coussens and Werb, 2002; Bogenrieder

and Herlyn, 2003; Dranoff, 2004). Since biological
reactions display a finite number of possible out-
comes, it is unsurprising that on a pathophysiolo-
gical level many conditions share similar processes.
For instance, rheumatoid arthritis, which is char-
acterized by an inflammatory stromal tissue or
‘pannus’ invading synovial joints exhibits hyper-
proliferation, angiogenesis, and leucocyte infiltra-
tion, all of which are features of a developing
tumour.Moreover, TNF-a (tumour necrosis factor-a)
is both a molecule of fundamental importance to
rheumatoid arthritis and a critical player in the
evolution of certain haematological and epithelial
tumours (see below). In the following discussion of
several classical cytokines, their dual function in
cancer is a recurring theme. Thus, opposing treat-
ment strategies may be envisaged not only in dif-
ferent tumours but also at different stages in the
history of the same tumour.

14.3 Tumour necrosis factor-a

Isolated in 1975, following almost a century of
investigation with inactivated bacterial filtrates for
the treatment of cancer, TNF-a has remained an
important cytokine in cancer research. It exists as a
50 kDa homotrimeric molecule with each poly-
peptide containing 157 amino acids (cleaved from a
larger 233 amino acid pro-TNF-a molecule), and
binds two alternative homotrimeric receptors,
TNFRI and TNFRII. Although TNF-a is licensed for
the locoregional treatment of sarcoma (i.e. isolated

Table 14.1 The role of endogenous
cytokines in the tumour
microenvironment

Tumour/stromal cell proliferation
Tumour cell apoptosis
Tumour cell motility and invasion
Tumour cell surface antigen expression
Angiogenesis
ECM formation
Immune responses
Nutritional/hormonal balance
Modulators of cancer therapy

Table 14.2 Cancer and inflammation

Malignancy Inflammatory stimulus

Bladder Schistosomiasis
Bronchial Asbestos, smoking
Breast Chronic mastitisa

Cervical Human papillomavirusa

Colorectal Inflammatory bowel disease
Gastric Helicobacter pylori-induced gastritis
Hepatocellular Hepatitis B/C
Kaposi’s sarcoma Human herpes virus 8
Lymphoma HIV, EBV ?
Mesothelioma Asbestos
Oesophageal Barrett’s metaplasia
Ovarian Pelvic inflammatory disease, talc,

tissue remodellinga

Pancreatic Chronic pancreatitis
Prostatic Chronic prostatitisa

a Additional hormonal modulation.
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limb perfusion), experimental data over the last
decade has paradoxically suggested a significant
tumour-promoting role for this cytokine (see
Tsimberidou and Giles, 2002; Szlosarek and
Balkwill, 2003 for reviews). In contrast to the under-
lying anti-angiogenic and immunostimulatory
mechanism of high-dose TNF-a in sarcoma ther-
apy, low-dose TNF-a positively regulates tumour
growth, invasion, angiogenesis, and metastasis
(Table 14.3).
Several TNF-a/TNFR knockout mouse models

have emphasized a central role for this cytokine in
both solid tumours and lymphoproliferative dis-
ease. A study by Moore et al. (1999) documented a
tenfold decrease in skin tumours in TNF-a�/� mice
compared with wild-type mice exposed to skin
carcinogens. Recent analysis indicates that the dif-
ference during tumour promotion is due, in part, to
a temporal delay in the activation of protein kinase
Ca (PKCa) and AP-1, key carcinogen-responsive
signalling molecules. This modulates the tran-
scription of several genes involved in tumour
development (GM-CSF (granulocyte-macrophage
colony-stimulating factor), MMP-3, (matrix metall-
oproteinase-3) and MMP-9), which are suppressed
in the TNF-a�/� mice compared to wild-type
animals exposed to carcinogen. Furthermore, both
TNFRI�/� and TNFRII�/� mice have also con-
firmed a requirement for TNF-a in promoting skin
carcinogenesis. Similarly, TNFRI�/�mice have
proven useful in elucidating the mechanisms
involved in liver carcinogenesis. TNFRI�/� mice
displayed reduced oval cell (hepatic stem cell) pro-
liferation during the preneoplastic phase of liver
carcinogenesis, resulting in fewer tumours. A more
recent study by Kitakata et al. (2002) has used

TNFRI�/� mice to show that endogenous TNF-a
is critical in promoting liver metastasis following
intrasplenic administration of a colonic adeno-
carcinoma cell line. The fatal lymphoproliferative
disorder that develops in Fas ligand-deficient mice
was attenuated by crossing these animals with
TNF-a�/� mice. Here, TNF-a may have induced
the expression of chemokines (see below), which
regulate trafficking and accumulation of tumour
cells into lymph nodes.

Transgenic mice overexpressing TNF-a are poor
models for investigating the effects of TNF-a in
tumour promotion, since they succumb early on to
severe inflammatory pathologies. However, both
the administration of exogenous TNF-a and
tumour cells containing a TNF-a transgene have
revealed enhanced tumorigenesis in several stud-
ies. In human xenograft models of ovarian cancer,
TNF-a injected intraperitoneally converts malig-
nant ascites into solid tumour deposits, reflecting
modulation of both tumour stroma and metastasis.
Alternative approaches employing TNF-a over-
expression have also demonstrated enhanced
invasive properties in xenograft tumours.

In direct contrast, studies in TNF-a�/� mice have
confirmed important roles of TNF-a in tumour
immunity. Both CD8þ T cells, lymphokine activ-
ated killer (LAK) cells, and NK cells displayed
impaired cytotoxicity against an immunogenic
syngeneic tumour in TNF-a�/� mice which was
reversible with the injection of recombinant TNF-a.
Similarly, rejection of sarcomas using near lethal
doses of TNF-a was abrogated in T-cell deficient
mice; both the haemorrhagic necrosis and eventual
tumour regression was dependent upon T-cell
activity.

Evidence for involvement of TNF-a in human
cancer is derived from several sources. First,
expression studies using immunohistochemistry
and in situ hybridization to mRNA have shown that
TNF-a is present in a variety of tumours. This is
supported by an increasing amount of in vitro data
defining TNF-a’s role within the cytokine network.
Ovarian cancer, a tumour rich in cytokines, has
been the focus of several studies. The autocrine
regulation of TNF-a mRNA expression differs
markedly between normal and malignant ovarian
epithelium emphasizing that malignant trans-
formation is accompanied by deregulated TNF-a
activity. Both IL-1 and CXCL12 (see below) are
known inducers of TNF-a in ovarian cancer but
the initial trigger for deregulated TNF-a activity

Table 14.3 Tumour promoting effects of TNF-a

Production of NO (DNA/enzyme damage, cyclic guanosine
monophosphate (cGMP)-mediated tumour promotion)
Autocrine growth and survival factor for malignant cells
Activation of E6/E7 mRNA in HPV-infected cells
Tissue remodelling via induction of MMPs
Control of leucocyte infiltration in tumours via modulation
of chemokines and their receptors
Downregulation of E-cadherin, increased nuclear pool of
�-catenin
Enhance tumour cell motility and invasion
Induction of angiogenic factors
Loss of androgen responsiveness
Resistance to cytotoxic drugs
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remains elusive. TNF-a activation results in the
following: upregulation of several autocrine and
paracrine loops including TNF-a itself, IL-6, IL-8,
M-CSF, and the IL-1 family (IL-1a, IL-1b and
IL1RA); invasion (MMP-9); leucocyte recruitment
via chemokines (MCP-1 (monocyte chemotactic
protein-1), IL-8); and an array of local mediators
(prostaglandins, free radicals, e.g. nitric oxide (NO)),
which fuel further mutations and clonal expansion.
More recently in the case of glioma, TNF-a mRNA
stabilization has been characterized as a factor in
the downstream activation of key angiogenic
molecules, VEGF (vascular endothelial growth
factor) and IL-8 (Nabors et al., 2003). The para-
doxical effects of TNF-a on tumour vasculature
may reflect the difference in chronic synthesis,
which may favour angiogenesis, while acute
high-dose local administration triggers vascular
collapse.

Several in vitro studies have explored the
mechanisms underlying tumour cell resistance to
TNF-a cytotoxicity. These include downregulation
of TNFRs, the gain of a TNF-a autocrine/paracrine
loop, and the activation of free radical scavenging
pathways (e.g. manganese superoxide dismutase).
TNF-a resistance is associated with loss of p53 in
breast cancer and upregulation of E6/E7 in human
papillomavirus (HPV)-induced cervical carcino-
genesis. TNF-a is implicated in anthracyline che-
moresistance and induces androgen independence
via repression of the androgen receptor in prostate
cancer. Signalling via TNFRI also provides a vital
level of control, with a cell’s fate (i.e. apoptosis or
survival) determined by the balance between two
opposing complexes: complex I (membrane-
associated) regulates activation of NF-kB1 (nuc-
lear factor-kB1) and cell survival; and complex II
(cytoplasmic) signals apoptosis via caspase-8.
A checkpoint is maintained by this arrangement, as
complex II harbours an inhibitor of caspase-8 upon
activation of complex I. Apoptosis will therefore
occur in the presence of incomplete NF-kB1
activation by complex I (reviewed in Micheau and
Tschopp, 2003).

Paraneoplastic syndromes that accompany can-
cer may also be orchestrated to varying degrees by
TNF-a. Cachexia, or the progressive weight loss
associated with muscle and lipid wasting, appears
to be driven by several tumour-and/or host-
derived factors including cytokines, such as TNF-a,
IL-1, IL-6, and IFN-g. Here, animal data is more
convincing for the involvement of TNF-a, with

clinical studies evaluating the cytokine in human
cachexia being less consistent. However, pancreatic
carcinoma is an exception with recent studies in
patients with cachexia confirming both increased
TNF-a mRNA and protein in blood cells and
plasma, respectively. TNF-a has also been char-
acterized as an endogenous pyrogen, osteoclast-
activating factor facilitating skeletal metastases
(reviewed in Roodman, 2003), and as an inhibitor of
erythropoietin production linking the cytokine to
typical tumour presentations of fever, hypercal-
caemia, anaemia, and fatigue.
Lastly, if TNF-a is an endogenous tumour pro-

moter, it is possible that functional single nucleo-
tide polymorphisms (SNPs) in the genes for TNF-a,
TNFRs, or events downstream in the TNF-a sig-
nalling pathway may be associated with cancer
severity and susceptibility. A number of recent
studies have associated TNF-a SNPs with cancer
development. However, the small numbers of
patients in these studies have been insufficient to
draw any firm conclusions, and further work is
required.
There have been two decades of clinical research

with TNF-a. First, TNF-a isolation led quickly to a
large number of clinical trials in the mid-to-late
1980s, documenting both high toxicity and a dis-
appointing (<10%) response rate with no discern-
ible impact on patient survival. Various alternative
strategies are currently in development including
modification of the TNF-a molecule (so-called
TNF-a muteins), the use of hyperthermia in con-
junction with locoregional TNF-a, and radiation-
inducible TNF-a in an attempt to eliminate side
effects while preserving cytotoxicity. The latter
approach employs an adenoviral vector containing
an epidermal growth receptor 1 (EGR1) promoter
(with radiation-sensitive CArG elements) upstream
of cDNA encoding TNF-a. Preliminary clinical
studieswith intratumouralAd.EGR-TNF (TNFerade)
in combination with ionizing radiation have yielded
some complete and partial responses of accessible
lesions in patients with breast, lung, pancreas, and
rectal tumours.
Second, in view of the data concerning TNF-a as

a tumour promoter, the pendulum has presently
swung in the opposite direction and TNF-a
antagonists, such as infliximab (a humanized
murine immunoglobulin G1 (IgG1) monoclonal
antibody) and etanercept (a dimeric molecule con-
sisting of two molecules of the extracellular portion
of the human TNFRII fused to the Fc portion of
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human IgG) are currently the focus of several phase
I/II clinical trials. Other specific TNF-a antagonists
in development include a human IgG1 antibody, a
pegylated truncated form of TNFRI, and antisense;
a TNF ‘Trap’ molecule based on a fusion molecule
of the extracellular domains of TNFRI and TNFRII
(i.e. similar to the VEGF ‘Trap’ currently in clinical
trials) is another possibility. Some reports of bene-
ficial activity are emerging in myelodysplatic dis-
ease and graft-versus-host disease with biological
indices of cytokine activation being affected in
patients with breast and ovarian cancer. Other
studies are in progress in patients with non-small
cell lung cancer (in combination with docetaxel),
pancreatic cancer (in combination with gemcita-
bine), and palliative care studies examining the role
of TNF-a in cancer cachexia. It is noteworthy that
several broad-spectrum anti-inflammatory/anti-
angiogenic drugs, such as dexamethasone, thalid-
omide, aspirin, and cyclo-oxygenase inhibitors
(especially targeting COX2) as well as naturally
occurring compounds found in green tea, black
raspberry, and turmeric (i.e. curcumin) are also
inhibitors of TNF-a activity and may partly account
for their chemopreventative and/or therapeutic
properties in cancer. Lastly, TNF-a antagonists may
also have a role to play in limiting the nephrotoxi-
city of cisplatin and the pulmonary toxicity of
bleomycin.
The cytokine release syndrome, distinguished by

fever and rigors with abdominal pain, hypotension,
and orthopnoea present in more severe reactions, is
a common event following treatment with ritux-
imab (>50% of first treatment episodes) and is
associated with high circulating levels of TNF-a.
The mechanism underlying the TNF-a-induced
cardiopulmonary toxicity is unclear but is thought
to include the release of NO and leukostasis in
pulmonary vasculature. Drugs such as oxaliplatin
and irinotecan also produce fevers occasionally
(without infection) associated with increased
plasma levels of TNF-a.
In summary, research into TNF-a and cancer has

aptly illustrated the complexity of cytokine tumour
biology. Indeed members of the TNF superfamily,
with some further 20 ligands and receptors, all
have in common the ability to activate NFkB and
c-Jun and hence regulate apoptosis, cell survival,
and the immune system (reviewed in Younes and
Kadin, 2003). Some TNF superfamily members,
such as CD30L, CD40L, RANKL, and TRAIL
implicated in a number of haematological cancers

and therapies based on their biology are in
development.

14.4 Interferons

14.4.1 Interferon-a

Although first noted for their antiviral effect over
four decades ago, it is only recently that the IFN
family, consisting of type I (IFN-a, b, t, o) and
type II (IFN-g) IFNs, has emerged as a central
mediator in tumour immunity and immuno-
surveillance. Previously, the use of IFN-a as an
antitumour agent has been explained mainly in
terms of its direct antiproliferative activity (on
both tumour and endothelial cells). However, key
animal experiments have now revealed important
immune mechanisms at play, ranging from
dendritic cell (DC) activation to enhanced hum-
oral and cellular immunity with considerable
uncertainty about the relative contributions of
direct or indirect mechanisms for anti-cancer
effects. Much less is known regarding IFN-t and
o, although recent work with the latter IFN in
human tumour xenograft models indicates, as
with IFN-a, that it also has significant direct
antiproliferative activity when injected intratu-
morally or systemically. Since no murine IFN-o
gene has been isolated, an assessment of any
immunomodulatory properties will require study
within the patient population.

IFN-a has a role in the therapy of a variety of
tumours including, chronic myeloid leukaemia
(CML) (although this is now superseded by imati-
nib), hairy cell leukaemia, renal cell carcinoma,
melanoma, Kaposi’s sarcoma, and some B- and
T-cell lymphomas. The type I IFNs all bind to a
dimer of two receptors, IFNARI and IFNAR2.
Upon binding IFN-a the receptor dimer undergoes
phosphorylation, triggering subsequent phosphor-
ylation of JAK (Janus Kinases) and STAT (signal
transducers and activators of transcription) pro-
teins, which then proceed to modulate a wide array
of IFN-a inducible genes. Direct effects on tumour
cells include downregulation of oncogene expres-
sion (e.g. BCR/ABL) and induction of tumour
suppressor genes (e.g. p53) thereby promoting a
growth inhibitory response. IFN-a also inhibits
tumour angiogenesis and induces haemorrhagic
necrosis by interrupting the tumour endothelium.
The immunomodulatory action of IFN-a was
initially observed in studies of mice transplanted
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with IFN-resistant cells. Here, mice transplanted
with a syngeneic IFN-a-resistant clone of Friend
leukaemia cells (FLC) mounted an effective anti-
tumour response upon injection of IFN-a, similar to
that observed in mice injected with IFN-a-sensitive
cells. The intrinsic IFN-a resistance of the cells
remained unaffected, as demonstrated by an
absence of H-2 class I antigen expression and the
failure to induce an antiviral state. Instead, an
analysis of the antitumour mechanism revealed
immunopotentiation of several parameters,
including the presence of FLC gp70 cytotoxic anti-
bodies (IgG2a isotype) and CD4þ T cells. Other
models have illustrated a requirement for the
codelivery of tumour-antigen primed T cells (either
CD4þ or CD8þ ) and IFN-a for effective inhibition
of visceral metastases.

In contrast, the role of endogenous IFN-a, norm-
ally expressed at very low levels by liver and spleen
cells, has been addressed with neutralizing anti-
bodies. Using IFN-a-resistant tumour cells, (thereby
limiting the analysis to IFN-a-mediated immune
events), these antibody experiments revealed
enhanced tumorigenicity of IFN-a-resistant tumour
cells in syngeneic mice. Clearly, endogenous IFN-a
was important in suppressing tumour development
in this model, but via an indirect mechanism. A
major source for the endogenous IFN-a, mediating
the immunological rejection of the tumour cells, is
now attributed to a rare blood cell population—the
so-called plamacytoid DC or ‘natural IFN-
producing cell’. These cells are CD4þ CD11c-
type 2 DC precursors (pDC2s) and are capable of a
200–1000-fold greater IFN-a production compared
with other blood cells. As such they provide a bridge
between the innate and adaptive immune system
and emphasize the importance of adjuvant IFN-a.
Apart from DC activation, IFN-a enhances the fol-
lowing parameters: NK cell, macrophage, and
(cytotoxic T lymphocyte) CTL activity; expression of
(major histocompatibility complex) MHC class I
antigen; differentiation of the Th1 subset; the in vivo
proliferation, expansion, and long-term survival of
CD8þ cells; and the effect of CpG DNA adminis-
tration on T cells. Moreover, certain chemo/
adoptive cell therapy approaches (e.g. cyclophos-
phamide in combination with tumour-sensitized
lymphocytes) stimulate an IFN-a immunomodula-
tory effect, since IFN-a antibodies abrogate the
antitumour response in mice.

Gene transfer has also been employed in an
attempt to both limit the adverse effects of

systemically delivered cytokine and generate a
more focussed immune response. Several different
tumour models, including syngeneic (FLC, TS/A
mammary adenocarcinoma, murine colon carcin-
oma, B16 melanoma, and ESb lymphoma) and
human xenograft mouse experiments have con-
firmed that IFN-a-producing cells provoke a
specific antitumour response in established parental
tumours (CD4þ , CD8þ , and DCs) and confer
protection against subsequent rechallenge, indicat-
ing an effect on memory T cells. Furthermore, sev-
eral points need to be emphasized regarding IFN-a
biotherapy. First, IFN-a-transduced normal cells
(e.g. fibroblasts) and intramuscular delivery of IFN-
a-expressing plasmid DNA (CD8þ response) have
also proven to be effective in inhibiting the growth
of established murine tumours. Second, a syner-
gistic effect with chemotherapy has been demon-
strated in several murine and human tumour
models. IFN-a potentiated the apoptosis induced by
cisplatin, 5-fluorouracil, and enzyme-prodrug gene
therapy (i.e. thymidine kinase/ganciclovir), con-
currently triggering antitumour immune responses.
The clinical application of systemic IFN-a,

although of value in several of the cancers out-
lined above, continues to be problematic particu-
larly due to dose-limiting side effects (e.g. fever,
myalgia, general malaise). In addition, for tumours
such as melanoma and renal cell cancer the overall
response rates are low, in the order of 4–26%.
A recent meta-analysis of adjuvant IFN-a (i.e. no
evidence of metastatic disease) for the treatment
of melanoma has shown that while IFN-a has
improved the relapse-free interval, the question of
survival benefit remains unanswered (Wheatley
et al., 2003). However, the most convincing evid-
ence to date for the antitumour immune-mediated
activity of IFN-a stems from studies in patients
with CML. Here, IFN-a can induce a 60–80% hae-
matological remission rate, with an albeit much
lower level of complete cytological remission.
A strong correlation exists between CML antigen-
specific T cells and antibodies and a clinical
response to IFN-a. Moreover, analysis of DCs
obtained from patients with CML suggests that the
mechanism involves IFN-a-mediated differenti-
ation and maturation of these cells. A pegylated
version of IFN-a, allowing once weekly dosing and
improved compliance, has recently become avail-
able. The immunomodulatory data on IFN-a that
has emerged should hopefully facilitate further
development.
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14.4.2 Interferon-g

IFN-g is produced mainly by T cells, NK T cells,
and NK cells following challenge with non-viral
immune and inflammatory stimuli. It exists as a
50 kDa homodimeric molecule, with each gly-
cosylated polypeptide consisting of 134 amino
acids arranged in an antiparallel fashion, thereby
revealing two identical receptor-binding sites. Sig-
nalling is achieved by binding to a high-affinity
heterodimeric receptor found on most cell types:
IFNGR1 (also known as IFN-gRI, IFN-g a chain,
CDw119) which binds IFN-g; and IFNGR2 (also
known as IFN-gRII, IFN-g b chain, or accessory
factor 1) which facilitates transmission of the IFN-g
signal. The latter depends on a functional JAK–
STAT pathway, with initial activation of JAKs
involving auto- and trans-phosphorylation. Sub-
sequently, a signalling cascade leading to activation
and nuclear translocation of a Stat1 homodimer
results in the activation of IFN-g-dependent genes.
Several studies with mutant or null members of this
pathway have concluded the obligatory role of
Jak1, Jak2, and Stat1 for effective IFN-g signalling.
Experiments with methylcholanthrene (MCA)-

induced sarcomas in mice provided evidence for a
role of IFN-g in immune-mediated tumour rejec-
tion. Mice treated with sublethal doses of lipopo-
lysaccharide (LPS) normally rejected transplantable
tumours. Antibodies to IFN-g not only abrogated
the effect of LPS, but also facilitated tumour growth.
The importance of endogenous IFN-g was resolved
oncemicewith aberrant IFN-g signalling (i.e. IFN-g-
insensitivemice: IFN-g�/�, IFN-gR�/�, or Stat1�/�)
were exposed to MCA: a 16-fold increase in
tumorigenicity was observed in IFN-g-insensitive
mice compared with wild-type mice. More striking
results were obtained when IFN-g-insensitive mice
were bred onto p53�/� backgrounds. Whereas all
the p53�/� and IFN-g-sensitive mice developed
exclusively lymphoid tumours, over a third of the
p53�/� and IFN-g-insensitive mice developed a
variety of non-lymphoid tumours (e.g. teratomas,
haemangiomas, and chondrosarcomas), with a
comparably earlier time of onset. Further work in
this area revealed an interdependence between
IFN-g and lymphocytes. By deleting a gene critical
for lymphocyte development (RAG2), an increase
was observed in the spontaneous appearance of
breast and intestinal adenocarcinomas. Moreover,
the antitumour effects of IL-12 (see below) were
abolished following administration of neutralizing

IFN-g antibodies. Studies of IFN-g-resistant
tumours with a non-functional IFNGR1, demon-
strated increased growth in naı̈ve syngeneic mice
compared with IFN-g-sensitive tumours. On the
other hand, these same IFNGRI-defective tumours
and their wild-type counterparts grew equally well
in severe combined immunodeficiency (SCID)mice,
again indicating the close relationship between
IFN-g and the immune system. Therefore, a tumour
escape mechanism can be envisaged which is dri-
ven by the immune system itself. Indeed, about 25%
of certain human tumour cell lines contain aberra-
tions in IFN-g signalling, such as mutations in
IFNGR1 and JAKs. Moreover, recent experiments
using short-term primary ovarian carcinoma cells
treated with IFN-g and co-cultured with allospecific
CD8þ T cells have produced surprising results.
Here, IFN-g neutralized antitumour CTL activity
due to the concomitant upregulation of an inhibit-
ory CD94/NKG2A-dependent pathway in the
effector cells, associated with the expression of
HLA-E (human leucocyte antigen-E) and G on the
tumour cells (see Lukacher, 2002). Thus, evidence
suggesting a central role for IFN-g inmodulating the
innate and adaptive immune system in respect of
tumours, has given rise to the concept of ‘immuno-
editing’ in preference to ‘immunosurveillance’ (see
Sporn and Vilcek, 2002; Dunn et al., 2002).

Experimental data also supports a significant
direct antitumour effect for IFN-g, inhibiting both
tumour cell proliferation and metabolism. STAT1-
deficient tumour cells, for instance, are insensitive
to the growth inhibitory effects of IFN-g in vitro,
which proceed via upregulation of the cell cycle
inhibitors, p21WAF1/CIP1 and p27Kip1. These bind to
the cyclin-dependent kinases, CDK-2 and CDK-4
respectively, and prevent their activation by CDK-
activating kinase—an effect observed in a variety of
cancer cell types from epidermoid cells to rhabdo-
myosarcoma. The apoptotic activity of IFN-g is also
mediated by STAT-1, via activation of caspase-1 or
Fas/Fas ligand. This pathway is in addition to the
basal levels of apoptotic proteins (e.g. caspase-1,
Cpp32, and Ich-1) maintained by STAT1. In con-
trast, STAT3 activation can directly transform
immortalized fibroblasts in vitro. Both STAT3 and
the related STAT5 are linked to growth factor
receptor pathways and are activated in a variety of
tumours (breast, ovary, prostate, lung, kidney,
head, and neck), promoting cell survival via
induction of Bcl-2 and Bcl-XL. Lastly, an anti-
angiogenic mechanism has been proposed with
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the following features: the upregulation of several
IFN-g-dependent CXC non-ELR chemokines acting
via CXCR3 (see below), including CXCL10 (IP-10),
CXCL9 (MIG), and I-TAC, all with an inhibitory
effect on neovascularization. This pathway appears
to be a feature of IL-12-directed angiogenesis, as
CXCL10 antibodies antagonize the phenomenon.

Early clinical investigation with IFN-g proved
disappointing, with the majority of trials in a vari-
ety of advanced tumours showing no effect. To
date, some of the more encouraging data for IFN-g
comes from studies with ovarian carcinoma
(Pujade-Lauraine et al., 1996 Windbichler et al.,
2000). A large global randomized phase-III trial
called GRACES (Gamma Interferon and Chemo-
therapy Efficacy Study) is currently assessing the
activity of IFN-g in combination with carboplatin
and paclitaxel. A recent clinical study has assessed
the mechanism of action of intraperitoneal IFN-g on
primary ovarian tumour cells and has provided
evidence of apoptosis in 6/6 patients with clinical
response in 2/6 patients (Wall et al., 2003).

14.5 Interleukins

Our knowledge of the IL family has increased
substantially in the last few years with the total
now at around 30 members. IL-1, 6, 8, and 10, are
implicated in tumour promotion, whereas others
including IL-2, 12, and 24 possess antitumour
activity, or in the case of IL-11 may be used clinic-
ally as a thrombopoietin during chemotherapy
(reviewed in Brown and Demetri, 2002). Moreover,
IL-8 has recently been reclassified as a CXC che-
mokine (see CXCL8 below and Xie, 2001 for a
review), and a whole new family of IL-10 cytokines
has been identified. The following section briefly
reviews the spectrum of activity of several ILs in
tumorigenesis, particularly IL-1, IL-6, and the IL-10
cytokine family, as well as the current status of IL-2
and IL-12 in tumour immunotherapy.

14.5.1 Interleukin-1 and -6

Both IL-1 and IL-6 are associated with enhanced
growth of haematological and solid cancers, in
addition to influencing paraneoplastic phenomena,
such as cancer cachexia, fatigue, and fever. Since
these cytokines are involved in autocrine/paracrine
loops, in some cases driven by activating oncogenic
mutations (e.g. RAS activation of IL-1b in leuk-
aemia), this may provoke yet further deregulation

of the cytokine network. The IL-1(a/b)/IL-1Ra (IL-1
receptor antagonist) family provides a unique
insight into the complexity involved in cytokine
cancer biology (see Arend, 2002 and Kurzrock, 2001
for reviews). The two IL-1 isoforms activate the
80 kDa type 1 receptor (IL-1RI), whereas IL-1RII
functions as a decoy receptor. In contrast, IL-1Ra
which attenuates IL-1 signalling by inhibiting the
interaction of IL-1RIwith its accessory protein (IL-1R
AcP), has at least three isoforms: the soluble IL-1Ra
(sIL-1Ra) present in monocytes/macrophages,
neutrophils, and other cells; and two characterized
intracellular forms (icIL–1Ra), with icIL–1Ra1
expressed by various cell types (epithelial and
endothelial cells, fibroblasts, and monocytes/
macrophages) and icIL–1Ra3 found in monocytes/
macrophages and hepatocytes. Although icIL-1Ra2
has been cloned from lymphocytes, its 25 kDa
protein remains putative.
Several organ systems, which undergo cellular

remodelling, appear to have a cycling IL-1 system.
For instance, ovulation is characterized by peak
levels of IL-1Ra, with both IL-1 and IL-1RI also
being expressed in ovarian tissue. Furthermore, for
IL-1Ra to downregulate IL-1 activity the former
needs to be produced in relative excess due to the
so-called spare receptor effect. This phenomenon of
unoccupied receptors is observed when agonists
with high efficacy (i.e. IL-1) produce maximal
responses with activation of relatively few recep-
tors. Thus, the biological response can only be
inactivated once all the spare receptors are occu-
pied by a non-competitive antagonist (i.e. IL-1Ra).
Clinically, a high IL-1 : IL-1Ra ratio is observed in

several proinflammatory conditions, such as
inflammatory bowel disease and rheumatoid arth-
ritis. Similarly, in malignancy an imbalance of IL-1
and IL-1Ra may be present favouring the protu-
morigenic effects of the former. Studies of patients
with CML and acute myeloid leukaemia (AML), for
instance, have indicated an inverse relationship
between IL-1 levels and the low levels of its endo-
genous inhibitor, IL-1Ra. Indeed, proliferation
of both cell types may be inhibited in vitro by
the addition of IL-1Ra into the culture medium.
A similar anticancer role of IL-1Ra has been
observed in B16 melanoma, with a reduction in the
size and number of hepatic metastases, but the
story changes with respect to several other tumour
types. Thus, IL-1Ra is involved in murine hepatic
carcinogenesis and supports the metastatic growth
of glioblastoma by downregulating an inhibitory
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autocrine IL-1 loop. The data in ovarian cancer
remains unclear with ovarian cancer cell lines
spontaneously expressing both IL-1Ra and IL-1.
The SNP for allele 2 of IL-1Ra (IL-1RN*2) is linked
to a proinflammatory state, with increased IL-1b
and/or decreased icIL–1Ra1 production and may
be involved in ovarian cancer.
A high serum IL-6 level has proven a robust

independent prognostic factor with worse survival
in diffuse large cell lymphoma, renal cell, and
ovarian carcinoma. A pathogenic role for IL-6 in
lymphoma has been derived from several different
studies: overexpression of IL-6 is pro-tumorigenic;
transfection of IL-6 into Epstein-Barr virus (EBV)-
transformed B lymphocytes confers tumorigenicity
in nude mice; IL-6 acts as a growth factor for certain
lymphoma cell lines; and high IL-6 levels correlate
with a greater risk of lymphoma in AIDS and renal
transplant patients. Antagonists, whether in the
form of endogenous antagonists (e.g. IL-1Ra), sol-
uble receptors, or converting enzyme inhibitors, are
currently being evaluated to determine the role of
these cytokines in cancer therapy.

14.5.2 Interleukin-10 family

Identification of the IL-10-related cytokines, con-
sisting of IL-19, 20, 22 (IL-10-related T-cell-derived
inducible factor, IL-TIF) IL-24 (melanoma
differentiation–associated antigen 7, MDA-7), and
IL-26 (AK155) has also opened up several new
avenues of research (reviewed in Fickenscher et al.,
2002). These cytokines have 20–83% sequence
identity with IL-10 and are all homodimeric mole-
cules that interact with specific heterodimers of
different type-2 cytokine receptors (i.e. IFN recep-
tor and IL-10 receptor family) leading to a diverse
array of biological effects via the STAT pathway.
Furthermore, a family of viral homologues of IL-10
have been identified, such as EBV IL-10 (BCRF1)
and human cytomegalovirus (HCMV) IL-10; these
seem to share the same receptor as cellular IL-10.
Since IL-10 (produced by Th2 cells, B cells, mono-
cytes, and macrophages) is a known immunomo-
dulatory cytokine, with inhibitory effects on the
Th1 response and stimulatory effects on B cells,
viral IL-10 may be critical in facilitating autocrine
cellular transformation. High levels of viral IL-10,
for example, correlate with a poor prognosis in
patientswith non-Hodgkin’s lymphoma (NHL) and
chronic lymphocytic leukaemia (CLL). Moreover,
IL-10 overexpression stimulates B-cell proliferation

and rituximab, an anti-CD20 antibody, abrogates
the autocrine/paracrine IL-10 loop, sensitizing
malignant B cells to cytotoxic drugs. This effect is
achieved via downregulation of STAT3 (and bcl-2),
whose activation is IL-10-dependent. Thus, specific
IL-10 antagonists raise the possibility of overcoming
NHL chemoresistance. Other effects of IL-10
include suppression of Th1 cytokines (IL-2 and
IFN-g) and human T-cell proliferation, enhanced
production of IL-1Ra, and downregulation of MHC
class-II expression on monocytes. In direct contrast
to the IL-10 members discussed so far, IL-24/MDA-
7, which was identified from cultured human mel-
anoma cells treated with a differentiation protocol
(IFN-b and a PKC activator), resembles a classical
tumour suppressor gene (reviewed in Sauane et al.,
2003). It can be proapoptotic in tumour cell lines, an
effect that is dependent upon caspases and a STAT3
pathway, but independent of p53. Moreover, recent
work shows that IL-24 can inhibit endothelial cell
differentiation andmigration induced by VEGF and
bFGF. IFN-g and IP10 in vitro, and intravenous
(i.v.) administration of IL-24 in xenograft tumour
models reveals a decrease in tumour size with a
corresponding reduction in microvessel density
and haemoglobin content. Certain IL-24-resistant
tumours, such as pancreatic carcinoma, have
responded to IL-24 after pretreatment with K-ras
antisense. Normal cells on the other hand remain
resistant to the proapoptotic effects of IL-24, and the
basis of this selectivity is unknown. Recent phase-I
trials in patients with advanced cancer employing
an adenoviral vector expressing IL-24 (Ad. mda-7)
revealed substantial levels of apoptosis in injected
tumours.

14.5.3 Interleukin-2, -12, and -15

IL-12 is an essential cytokine in coordinating the
innate and adaptive immune responses (reviewed
in Trinchieri, 2003). Released by phagocytes, B cells,
and DCs, IL-12 functions in a positive feedback
loop via IFN-g derived from T and NK cells to
generate potent immunity. The active form of IL-12
is composed of a heterodimeric glycoprotein (p35,
p40) linked by a disulfide bridge, which binds to a
heterodimeric receptor (IL-12Rb1 and IL-12Rb2)
found mainly on activated T and NK cells. The
signalling cascade downstream of the IL-12R
involves phosphorylation of JAK2 and STAT4
resulting in the production of IFN-g. Although
IFN-g is a critical mediator of IL-12 activity, it is not
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the only explanation of its antitumour effect.
Furthermore, dissection of the antitumour immune
response has demonstrated paradoxically a tem-
porary period of immunosuppression associated
with IL-12. This is mediated by a hyperinduction of
IFN-g and a concomitant increase in NO which
induces apoptotic deletion of antigen-specific T cells
during priming. Administration of IL-12 with a
nitric oxide synthase (NOS) inhibitor during vac-
cination studies with irradiated tumours in mice
results in enhanced tumour immunity compared
with IL-12 alone.

Additional non-immune (i.e. anti-angiogenic)
mechanisms also account for IL-12 antitumour
activity. It is now clear that IL-12 induces a cyto-
kine/chemokine cascade involving IFN-g, CXCL10,
and CXCL9, with direct inhibitory effects on the
endothelium, with an additional mechanism
employing the recruitment of NK and T cells. To
date, clinical trials employing IL-12 have confirmed
both modest clinical efficacy and significant toxicity
(fever/chills, fatigue, nausea, vomiting, headache,
mental depression, oral mucositis, anaemia, leu-
kopenia, and elevated liver function tests). Phase I/
II studies have demonstrated IL-12 activity in a
range of tumours including melanoma, renal cell
carcinoma, ovarian carcinoma, mesothelioma, and
cutaneous T-cell lymphoma. In view of the toxicity
observed with high i.v. proinflammatory doses of
IL-12, the field has in recent years shifted towards
an adjuvant role for IL-12, using lower immuno-
stimulatory doses via the subcutaneous (s.c.) route.

IL-2 or T-cell growth factor mainly regulates the
adaptive immune system, activating T-cell subsets
(helper, suppressor, and cytotoxic cells) and pro-
moting B-cell proliferation and differentiation.
Deficiencies in the IL-2/IL-2 receptor system are
associated with SCID in humans, whereas human
T-cell leukaemia virus 1(HTLV1)-associated leuk-
aemia is characterized by an early IL-2-dependent
growth phase. However, there is a degree of
redundancy in the system (reviewed in Ozaki and
Leonard, 2002) at least early on in development,
since IL-2�/� mice are essentially normal at birth
(see IL-15 below). IL-2R�/� mice on the other hand
demonstrate major T-cell abnormalities. More
recently, IL-2 has been shown to modulate NK cell
and macrophage activity, influence non-immune
cells (neuronal and glial cells) and the cytokine
network (an inducer of IL-1, TNF-a, and IFN-g).

Cloned in 1983, the 15 kDa molecule was soon
introduced as an immunostimulant in cancer

protocols and, despite many years of investigation,
clinical use of IL-2 remains restricted to patients
with renal cell carcinoma andmelanoma. However,
the past decade has shed new light on the complex
biology of IL-2 paving the way for more sophistic-
ated applications, such as vaccine strategies and
expanding antigen-specific T cells in vitro. Several
forms of the IL-2 receptor have been identified,
each with characteristic signalling properties,
involving: Src; MAPK cascade, PI-3K, and Akt; and
JAK (1/3) and STAT (3/5). These range from a low-
affinity receptor (IL-2Ra, Kd 10� 8M) which has
no downstream signal, to an intermediate (IL-2R,
Kd 10� 9M) and high-affinity receptor (IL-2Rabg,
K 10� 11M). Numerous immune cells express com-
ponents of the IL-2 receptor including NK cells and
CD4þ and CD8þ cells, with different doses of
IL-2 impacting on these receptors in a variety of
ways. Thus, high dose bolus IL-2 therapy correlat-
ing with nanomolar concentrations of IL-2 in the
serum, activates several immune cells expressing
IL-2R (NK cells, activated T cells, monocyte/
macrophages, and activated B cells), simulta-
neously triggering a generalized proinflammatory
state with hypotension and capillary leak syn-
drome. In contrast, low-dose therapy typical of s.c.
or continuous infusion IL-2 regimens, stimulates
IL-2Rabg, avoiding systemic toxicity with pico-
molar levels, yet producing immunologically
relevant antitumour responses (i.e. the selective
expansion of NK cells).
Application of high-dose therapy in renal cell

cancer and melanoma has produced responses in
some 20% of patients with some durable remis-
sions. The low-dose regimens may be equally
effective. A recent trial by Yang et al. (2003) in
patients with renal cell cancer showed that despite
a higher response rate with high-dose i.v. IL-2
(21%) there was no difference in overall survival
between low-dose i.v. (13% response rate) or low-
dose s.c. IL-2 (10% response rate). Several small
phase-III studies in advanced melanoma have
recently reported a lack of survival benefit on the
question of biochemotherapy compared to bio-
therapy or chemotherapy alone, and the results
from several larger studies are awaited (reviewed
in Keilholz and Gore, 2002).
Studies employing IL-2 in combination with

tumour-specific antigen from melanoma (e.g. IL-2
and gp100) remains a credible approach but, aswith
conventional chemotherapy, this may be limited by
the emergence of resistant clones (immunological
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escape). However, several recent studies indicate
that tolerance to tumour antigen, in particular, may
be amenable to manipulation. Thus, patients with
metastatic melanoma, who were pretreated with
a non-myeloablative conditioning regimen (cyclo-
phosphamide and fludaribine), responded to
adoptive T-cell transfer in combination with high-
dose IL-2. Patients with significant tumour regres-
sion also exhibited antimelanocyte autoimmunity
with the onset of vitiligo and anterior uveitis
(Dudley et al., 2002). Additional approaches
include the following: combination treatments of
low-dose/bolus IL-2 with monoclonal antitumour
antibodies seeking to expand antibody-dependent
cellular cytotoxicity (ADCC)-effector NK cells
(e.g. IL-2þ trastuzumab/rituximab); and cytokine-
coupled tumour-specific antibodies.
Finally, IL-15 is a cytokine that displays much of

the biology of IL-2 in vitro, sharing, for example, the
same intermediate affinity receptor, and in recent
years has been shown to be an important lympho-
cyte activator. In particular, it is viewed as a
‘second-generation’ cytokine with an enhanced
ability to promote NK cell differentiation and the
survival of memory CD8þ T cells. Devoid of IL-2
properties such as activation-induced cell death
(AICD) of T cells, IL-15 may be explored as a
potential therapeutic in cancer immunotherapy.

14.6 Colony stimulating factors

Although originally defined as haematopoietic
growth factors, the CSFs are now recognized as a
family of molecules with diverse properties. Thus,
CSFs have roles in the following: stem cell mobil-
ization and the treatment of chemotherapy-induced
neutropenia (granulocyte or G-CSF); as immune
adjuvants (GM-CSF); and, in contrast, facilitate
tumorigenesis by modulating the number of
tumour-associated macrophages (macrophage or
M-CSF).

14.6.1 Granulocyte-colony-stimulating factor

G-CSF obtained a licence in 1991 for the prevention
and treatment of febrile neutropenia secondary to
cytotoxic administration. Pegylated versions have
recently become available resulting in weekly
dosing and more stable pharmacokinetics, with
an equivalent reduction in febrile neutropenia (i.e.
pegfilgrastim). However, despite the documented
benefits of reduced hospitalization, antibiotic use,

and neutropenic complications, in general, the use
of G-CSF has not translated into an increased
overall survival for patients. Hence, current clinical
guidelines recommend confining the use of these
products to situations in which the expected
incidence of febrile neutropenia exceeds 40% (see
Dale, 2003 and Lyman, 2003 for reviews). Dose-
dense or accelerated chemotherapy, whereby
treatment is delivered in a shorter time frame (e.g. a
cycle of chemotherapy being delivered every two
instead of every three weeks), is dependent upon
G-CSF-maintained neutrophil counts, and is a
notable exception. Recent studies in patients with
early breast cancer have revealed a survival benefit
with dose-dense chemotherapy regimens (Citron
et al., 2003), and this principle may apply to a range
of other tumours currently under study (see also
Bohlius et al., 2003).

14.6.2 Granulocyte-macrophage
colony-stimulating factor

GM-CSF has gained prominence as an immuno-
modulatory cytokine, being incorporated into
cancer vaccines protocols either in the form of GM-
CSF-transduced tumour cells or as a DCmaturation
factor, along with TNF-a and IL-4 (see Dranoff,
2002 and Villinger, 2003 for reviews). Early vac-
cination trials using GM-CSF-secreting autologous
and allogeneic tumour cells have documented
encouraging responses, even in heavily pretreated
patients. Simplification of vaccine delivery along
with better characterization of immune responses is
a prerequisite for effective future development of
GM-CSF-based cancer therapies.

14.6.3 Macrophage-colony-stimulating factors

M-CSF (CSF-1) is a haematopoietic growth factor
with an important role in macrophage activation,
and more recently evidence has accumulated
implicating the cytokine in tumorigenesis (reviewed
in Kascinski, 2002). For example, levels of CSF-1 and
its receptor (CSF-1R, encoded by the c-fms proto-
oncogene) correlate with tumour cell invasiveness
and an adverse prognosis in patients with ovarian
carcinoma. The mechanism for enhanced invasive-
ness involves an increase in urokinase-type plas-
minogen activator (uPA) activity in tumour cells
and macrophages, a feature common to several
tumours. CSF-1 also promotes angiogenesis by
stimulating VEGF release from monocytes.
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The development of novel therapeutics based on
modulation of the CSF-1/CSF-1R axis is currently
an area of active research. M-CSF has also been
studied as an immune adjuvant (mirimostim) in
patients with cancer receiving chemotherapy, with
reported improvements in several parameters
including NK cell activity and the Th1/Th2 bal-
ance; however, further studies addressing relapse-
free and overall survival are needed.

14.7 Chemokines

The discovery in recent years of a family of small
(8–11 kDa) chemoattractant cytokines or chemo-
kines and their respective receptors has provided
new insights into several aspects of tumorigenesis.
Chemokines were initially characterized as leuko-
cyte trafficking molecules, facilitating, for instance,
the homing of a neutrophil to a site of injury (i.e.
CXCL8). There are currently about 50 identified
ligands (subclassified according to the position of
the first two cysteines: C–C, C–X–C, C and C–X3–
C), operating via half as many G-protein-coupled
(GPCRs) seven-transmembrane-domain (7TM)
receptors. It is now evident that apart from cell
recruitment in inflammation, chemokines have
additional roles in immunity and several develop-
mental processes including angiogenesis and
haematopoiesis (reviewed in Wilson and Balkwill,
2002). Moreover, cancer has usurped many ele-
ments of the chemokine system to enhance tumour
cell growth, invasion, and metastasis. Indeed,
the latter phenomenon, namely the non-random
migration of cancer cells and their colonization of
distant organs, has been reassessed in light of new
data showing that cancer cells express a specific
and restricted range of chemokine receptors. Breast
cancer, for example, is differentiated into two com-
mon patterns of spread: cutaneous/bone and a
visceral presentation affecting liver, lung, brain (and
bone). CXCL12–CXCR4 chemokine interactions are
central to metastasis in a murine model of breast
cancer. Signalling through CXCR4 mediated actin
polymerization and pseudopodia formation stimu-
lating tumour cell invasion and migration towards
a gradient of CXCL12. With high levels of CXCL12
expression in lymph nodes and lungs, CXCR4
antagonism significantly impaired spread to
these tissues. This proof of principle indicates
that chemokine antagonists may be considered as
inhibitors of metastasis (reviewed in Homey et al.,

2002). Work in our laboratory has also provided
evidence for this chemokine pairing in human
ovarian cancer metastasis (Scotton et al., 2001) with
other groups implicating CXCL12-CXCR4 in hae-
matological malignancies, glioma, and pancreatic
cancer. Table 14.4 summarizes data relating to
known chemokine ligand–receptor pairings in can-
cer metastasis.
The leucocyte infiltrate as indicated in previous

sections appears to play a critical role in cancer
invasion and dissemination, yet our current
understanding of the relationship between the
leucocyte and the tumour cell remains at a rudi-
mentary level. Nevertheless, the explosion of
knowledge in the chemokine field is redressing the
balance and a major effort is now in place to dissect
out the leucocyte content of tumours in terms of the
prevailing chemokine ligands and receptors.
Ascites formation is a common occurrence in

human epithelial ovarian cancer. mRNAand pico to
nanomolar levels of protein for CCL2, CCL3, CCL4,
CCL5, CCL8 (MCP-2), andCCL22were found in the
cellular and fluid. Ascitic fluid contained variable
numbers of tumour cells, macrophages, and CD3þ
T lymphocytes that were predominantly CD4þ .
A direct correlation was found between CCL5
concentration in ascitic fluid and CD3þ T cell
infiltrate. Infiltrating leucocytes may not only con-
tribute to tumour progression by producing MMPs
and growth, angiogenic, and immunosuppressive
factors, but the profile of the cells attracted by
chemokines to the tumour may contribute to an
immunosuppressive environment. There is often
a prevalence of Th2 cells in tumours and this
polarization may be a general strategy to subvert

Table 14.4 Involvement of chemokine ligand/receptor pairs in
cancer

Chemokine
Receptor on
tumour cell

Stromal
Chemokines

Breast CXCR4 CXCL12 Lung and
CCR7 CCL21 lymph nodes

Ovary CXCR4 CXCL12
Prostate CXCR4 CXCL12 Osteoblasts
Melanoma CXCR4 CXCL12 Lung, lymph

CCR7 CCL21 nodes, and bone
CCR10 CCL27

Oesophageal CCR7 CCL21 Lymph nodes
Intraocular CXCR4 CXCL12 Retinal pigment,
Lymphoma CXCR5 BLA1 epithelium

�

�

o
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immune responses against tumours. Hodgkin’s
disease, for instance, is characterized by constitu-
tive activation of NFkB and overproduction of Th2
cytokines and chemokines into the tumour, causing
an influx of Th2 cells and eosinophils (reviewed in
Skinnider and Mak, 2002).
Chronic exposure to high chemokine concentra-

tions in the tumour microenvironment may encou-
rage activated type-II macrophages that release
immunosuppressive IL-10 andTGF-b. Thesemacro-
phages may also release CCL2, which could con-
tribute to a Th2 polarized immunity and stimulate a
type-II inflammatory response. Tumours are also
known to inhibit DC1 migration and function, thus
suppressing any specific immune response.
In ovarian cancer, there is evidence that tumour

cell production of CXCL12 weakens immunity
by attracting and protecting CXCR4-expressing
preDC2 cells, and altering preDC1 distribution,
immunity, and stimulation of fibrosis. Another
example of a strategy to encourage a Th2 environ-
ment in tumours comes from Kaposi’s sarcoma.
The viral genome encodes three chemokines
(vMIPI, II, and III) that are selective attractants for
polarized Th2 cells.
Angiogenesis is regulated by two types of

chemokines: pro-angiogenic CXC chemokines pos-
sess a Glu–Leu–Arg at the immediate amino-end to
the CXC motif (ELRþ ); and chemokines without
this triplet (ELR-) are angiostatic. However,
CXCL12 (an ELR- chemokine) by upregulating
VEGF in a synergistic fashion, is an exception that
breaks the rule. CXCL8 (IL-8) release is stimulated
by TNF-a, IL-1, acidosis, and hypoxia and in
addition to its potent angiogenic effects, has
importantmitogenic andmotogenic properties. IL-8
antagonism is effective in reducing angiogenesis
and growth in a range of tumour models including
lung, ovarian and prostate cancer, and melanoma.
ELR- chemokines with angiostatic properties
include CXCL9 in Burkitt’s lymphoma (BL) and
CXCL10 in BL and lung carcinoma; CCL21 also
inhibited the latter in SCID mice.
Finally, deregulated chemokines may contribute

directly to transformation of tumour cells by acting
as growth and survival factors, generally in an
autocrine manner. This action of chemokines has
been extensively characterized in malignant
melanoma. CXCL1 and CXCL8 are constitutively
produced by melanoma cells, but not by untrans-
formed melanocytes. Melanoma cells also show
elevated levels of the CXCR2 receptor for these

chemokines, and autocrine chemokine stimulation
enhances survival, proliferation, and tumour cell
migration. In addition, CXCL8, CXCL1, as well as
the CC chemokine CCL20, all stimulate growth of
pancreatic tumour cell lines.

In epithelial ovarian cancer, tumour cells express
CXCR4 and its ligand CXCL12 enhances tumour
cell proliferation in conditions of suboptimal
growth. This autocrine chemokine stimulation may
also have paracrine implications because CXCL12
stimulated the production of TNF-a by ovarian
tumour cells. Production of TNF-a in the tumour
microenvironment has been implicated in tumour
progression. The ability of tumour cells to prolif-
erate in response to chemokines appears to have
been exploited by the human Kaposi’s sarcoma
herpes virus, KSHV. The KSHV genome encodes a
GPCR that signals constitutively and is structurally
similar to CXCR2. Expression of this receptor is
associated with cellular transformation. Cells
transfected with a constitutively signalling mutated
CXCR2 are similarly transformed. Transgenic
mice overexpressing the KSHV-GPCR under the
control of the CD2 promoter develop lesions with
remarkable similarity to Kaposi’s sarcoma.

To conclude, the importance of understanding
the function of the chemokine network within a
given tumour is underscored by recent experiments
manipulating the levels of chemokines to induce
tumour rejection. Thus, CCL20 (MIP-3a) over-
expression in a transplantable murine tumour
induced a DC-rich tumour infiltrate activating
CTLs to suppress tumour growth; CCL19 (MIP-3b)
and CCL21 (6Ckine) triggered NK and CD4þ
T cell antitumour activity in a murine breast and
colon cancer model, respectively; and CXCL10
reduced tumour growth via a thymus-dependent
pathway.

14.8 Summary and conclusions

Cancer as a biological process is intricately linked
to a deregulated cytokine network with inflamma-
tion directing many aspects of tumour promotion
and stromal reorganization. The current emphasis
on microarray and RNA interference technology
should enable the characterization of pathways
central to cytokine cancer biology and their
modulation will provide novel therapeutic oppor-
tunities. The complexity of the tumour micro-
environment will necessitate the use of both
cytokines and their antagonists at different stages
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of cancer progression. Integration with conven-
tional therapies and vaccines will provide yet
further challenges.
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15.1 Introduction

Hormone-dependent cancer is increasingly a major
concern. In theUnitedKingdom, breast andprostate
cancer are the commonest cancer and the second
leading cause of cancer death in women and men
respectively, and their incidence is increasing
(Cancer Research UK, 2003). They are also both
tumours which arise in hormone-responsive tissues
and which themselves require steroid hormones for
growth, at least in the initial stages. Thus, the study
of hormone action in cancer is of utmost importance.

The fact that these tumours depend on hormones
alsomeans that manipulation of the hormonal envir-
onment should allow control of tumour growth. The
first documented use of hormone therapy for cancer
was towards the end of the nineteenth century,
when Beatson reported regression of breast cancer in

some patients after ovariectomy, and Rann and
White also noted remission in prostate cancer
patients after castration. In both cases, removal of
gonads removed the primary source of sex
steroids—oestrogens in the breast cancer patients,
androgens in the prostate cancer patients—which
were causing the tumour to grow. Gonadectomy is
still a primary treatment for such tumours today,
although it is likely to be chemical rather than sur-
gical. In this chapter, we will consider the action of
hormones and their role in carcinogenesis and can-
cer progression, but also their role in cancer therapy.
Much of the discussion will focus on breast
and prostate cancer as these together make up 24%
of newly diagnosed cancers each year in the
United Kingdom, as well as being the best char-
acterized hormone-dependent cancers.
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15.2 Endocrinology

15.2.1 Types of hormone action

The classical definition of a hormone is a substance
secreted by one organ (an endocrine gland) that
increases the activity of distant organs. This is
still a useful definition for endocrine effects of
hormones—where hormones secreted by an endo-
crine gland are carried by the blood to distant target
organs, for instance testicular androgens act on the
hair follicles to promote beard growth. However,
we should also consider paracrine and autocrine
effects of hormones. Paracrine effects, where hor-
mones produced by one organ act on adjacent tis-
sue directly, are seen for example during Wolffian
duct development when testicular androgens are
taken up by the adjacent Wolffian duct by pinocy-
tosis and cause its differentiation into seminal
vesicles. Autocrine effects are less well character-
ized during normal development but may have a
role in cancer progression. They occur when a cell
or tissue is acted upon by hormones it has secreted,
and in cancer this could cause auto-induced growth
of malignant cells. The term ‘intracrine’ has been
used to describe the action of hormones within the
cells in which they are synthesized, without secre-
tion. For instance breast, endometrial, and ovarian
cancers may convert androgens to oestrogens
which then act in an intracrine manner.

15.2.2 Hormones involved in carcinogenesis

This chapter will consider the action of several
steroid hormones and peptide hormones in cancer.
There are also many other signalling molecules
with hormone-like effects, such as growth factors
and cytokines, which are discussed elsewhere
(Chapters 11 and 14).

Steroid hormones and related hydrophilic ligands
Steroid hormones, which are synthesized from
cholesterol and share the same characteristic 4-ring
structure, are lipid-soluble and so are able to enter
cells via passive diffusion. They are produced in
specific steroidogenic organs—the gonads and
adrenal glands. This class of hormones includes
mineralocorticoids, glucocorticoids, progestins,
oestrogens, and androgens. Only the latter two
appear to be involved in carcinogenesis as they are
strongly mitogenic in several organs, while gluco-
corticoids and progestins generally inhibit mitosis

and so are potential anti-cancer agents. Synthesis
often involves conversion of one steroid to another,
for instance the major gonadal androgen, testoster-
one, can be converted to the more potent androgen
5a-dihydrotestosterone (DHT) by the action of the
enzyme 5a-reductase and this occurs in
the androgen target tissue, such as prostate
(Figure 15.1). It can also be converted to 17b-
oestradiol (E2), the most abundant circulating
form of oestrogen, by the action of aromatase. This
occurs in adipose tissue and in the ovaries and is one
major route of E2 synthesis in males and females
(Johnson and Everitt, 1995). Steroid hormone
receptors, the androgen receptor (AR), progesterone
receptor (PR), glucocorticoid receptor (GR),
mineralocorticoid receptor (MR), and oestrogen
receptor (ER), form a subfamily of the nuclear hor-
mone receptor superfamily. This consists of 48 cur-
rently characterized proteins, all transcription
factors andmany of them, like the steroid receptors,
ligand-activated (Tsai and O’Malley, 1994; Escriva
et al., 2000). Nuclear receptors consist of a central
DNA-binding domain (DBD), which shows high
amino acid conservation between all members and
especially between steroid receptors, a moderately
conserved ligand-binding domain (LBD) at the
C-terminal end, and an N-terminal domain that is
divergent and often houses activation functions and
protein–protein interaction domains (Figure 15.2).
These receptors are discussed in detail in Section
15.4. The thyroid-secreted hormones thyroxine
(T4) and triiodothyroxine (T3) are not structurally
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Figure 15.1 Interconversion of steroid hormones. Steroid hormones
share a characteristic carbon ring structure (3 benzene rings and a
pentane ring), exemplified here by testosterone. Testosterone can be
converted to DHT, a more potent androgen with a higher binding
affinity for the AR, in androgen target tissues by the action of
5a-reductase. Testosterone is also converted to 17b-oestradiol (E2) in
the ovaries and peripheral tissues by the enzyme aromatase.
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similar to steroid hormones, but have highly related
nuclear receptors. These hormones affect many
target tissues, influencing cell metabolism and
growthwidely as evidenced bymental and physical
retardation in individuals with a deficiency in these
hormones. Another substance (not strictly a hor-
mone at all) that has a receptor of the same family is
retinoic acid, a derivative of vitaminA. This does not
promote tumour growth but does induce differen-
tiation in many tissues and will be discussed in
terms of therapy. The thyroid hormone receptor
(THR) and retinoic acid receptor (RAR) belong to a
different subfamily of nuclear receptors than steroid
receptors, termed type I nuclear receptors. There are
3 THR isoforms (a1, a2 and b) generated by alternate
splicing. The RAR, which binds all-trans retinoic
acid and RXR, which binds 9-cis retinoic acid, are
each transcribed from 3 genes generating forms
a, b, and g, which then undergo differential splicing
to generate further isoforms, differing in the
N-terminal region. Until recently it was believed that
there was only one gene for each steroid receptor,
until a second form of ER was discovered. This was
termed ERb and differs from the previously identi-
fied receptor (now renamed ERa) in the N-terminus.
Although this may have a role in breast and prostate
cancer, its physiological role is only just becoming
characterized, and in this review ‘ER’will refer to the
ERa form unless otherwise stated.

Peptide hormones
The other class of hormones is peptide or protein
hormones and several of these are also implicated

in cancer or its treatment, either in their own right
or due to their roles in control of steroid production
(see later). Since many tumours also aberrantly
produce peptide hormones they are also used as
diagnostic markers of particular types of tumours.
The hypothalamus secretes the small peptide hor-

mones gonadotrophin-releasing hormone (GnRH)
and TSH-releasing hormone (TRH). GnRH consists
of only 10 amino acids and alterations in the
N-terminal residues can be used to engineer antago-
nists or superactive forms.
The gonadotrophins, follicle-stimulating hor-

mone (FSH) and luteinising hormone (LH), which
control sex steroid production and the related
thyroid-stimulating hormone (TSH) are glycopro-
tein hormones produced by the pituitary gland.
They consist of two glycosylated polypeptides one
of which, the alpha chain, is common to all, while
the beta chain is unique for each and confers
specific activity. The stability of these hormones is
controlled by oligosaccharide side-arm structures
on each polypeptide.
The anterior pituitary also secretes two other

peptide hormones that may be influential in cancer:
somatotropin and prolactin. Somatotropin may
have a general role in carcinogenesis since it pro-
motes the growth and division of many cell types.
Prolactin, a single-chain polypeptide hormone, was
originally identified as an inducer of lactation.
It promotes cellular growth as well as differenti-
ation in the breast and prostate, and its receptor is
expressed in 80–90% of breast cancers. However,
it can also be classified as a local growth factor or
cytokine and its role in cancer may reflect these
types of action, with locally produced rather
than pituitary-produced prolactin being important
in breast and prostate growth and function
(Ben-Jonathan et al., 2002).
The majority of peptide hormones are not able to

pass through the cell membrane and signal via
membrane-bound receptors on the surface of target
cells that share many of the characteristics of
growth factor and cytokine receptors, discussed in
Chapter 11. These respond to external stimuli by
activating second messenger pathways, inside the
cell. This cascade can efficiently amplify the initial
signal so that a very few molecules of peptide
hormone can have a strong effect in the cell. For
instance, receptors for gonadotrophins and GnRH
are G protein-coupled, 7-span transmembrane
proteins that exert their effects mainly via cyclic
AMP and phospholipase C signalling pathways,
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Transcriptional 
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DNA-binding
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Heat shock protein binding 
Coactivator/corepressor 
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Figure 15.2 Nuclear receptor functional domains. The N-terminus is
the most variable domain and generally contains an activation
function, AF1, which is inhibited in the absence of ligand by the LBD.
The highly conserved DBD contains 2 zinc-finger-like structures
that interact with DNA, and is also important for dimerization. LBD
interacts with ligand and with other proteins, including cofactors. It
contains a ligand-dependent activation function, AF2. Between the
DBD and LBD is a charged conserved sequence required for nuclear
localization.
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respectively. Paradoxically, overstimulation of the
GnRH receptor with continuous high doses
of agonists or ‘superactive’ analogues leads to
downregulation of the receptor protein and loss
of sensitivity, and this is exploited in chemical
methods of gonadectomy.

15.2.3 Control of hormone production

The endocrine glands under consideration here
include the gonads—the ovaries and testes—which
secrete E2 and testosterone; the thyroid, which sec-
retes thyroxine; and the adrenal gland, which
secretes glucocorticoids and also testosterone and
other weaker androgens. The secreted hormones
are carried by the bloodstream to their distant sites
of action, the hormone-responsive tissues. This
hormone production (summarized in Figure 15.3)
is under the control of the pituitary gland, which
communicates with the endocrine glands by means
of peptide hormones known as trophins, each
secreted by specialized cells in the anterior pituit-
ary. The gonadotrophins trigger steroid secretion
from the ovary and testis while ACTH (adreno-
corticotrophic hormone) prompts their secretion
from adrenal glands. TSH signals the thyroid gland
to secrete thyroxine. The secretion of these trophins
by the anterior pituitary into the bloodstream is
controlled, in turn, by the hypothalamus. Neuro-
endocrine cells in the hypothalamus secrete pep-
tide hormones: GnRH triggers LH and FSH
production, TRH prompts secretion of TSH and
corticotrophin-releasing hormone (CRH) targets
different cells to release ACTH. In this case the
effect of the releasing hormones could be described
as paracrine, since they are released from the
hypothalamus directly into veins that drain into the
anterior pituitary. Finally, feedback at each step of
the pathway regulates hormone production. For
instance, the hypothalamus and anterior pituitary,
which both contain AR, respond to high levels of
testosterone in the blood by downregulating GnRH
and LH production, respectively, thus preventing
excess circulating testosterone. Feedback by E2 is
more complex: E2 initially downregulates LH and
FSH but after 2–3 days it upregulates LH produc-
tion, as well as enhancing the responsiveness of the
GnRH receptor, in synergy with progesterone
(Marshall, 2001). This biphasic feedback presum-
ably reflects and regulates the variations in these
hormones associated with the menstrual cycle.

Another level of control is provided by the fact
that the majority (97–99%) of sex steroids in the
blood are bound to sex hormone binding globulin
(SHBG). The ratio of free to bound steroid is critical
in determining effective steroid concentrations
since SHBG-bound steroids may not be available to
freely enter the target tissues, although a role for
SHBG in promoting membrane transport has been
postulated (Selby, 1990).

15.2.4 Hormone-responsive tissues and
tumours

Target tissues of androgens and oestrogens include
the internal and external genitalia, bone, brain,
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Figure 15.3 Control of hormone secretion by the hypothalamic-
pituitary axis. The hypothalamus controls pituitary secretion of
gonadotrophins, TSH and ACTH, which in turn control production of
steroid hormones and thyroxine from the endocrine glands. Feedback
loops operate to prevent excess production, for instance as shown here
high levels of testosterone prevent further GnRH and LH release.
For abbreviations see text.
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cardiovascular system, and tissues displaying
secondary sexual characteristics, such as hair folli-
cles. Steroid action on these target organs can result
in mitosis and growth or differentiation, and it is
sometimes difficult to determine which effects are
due to androgens and which to oestrogens. For
instance in bone, the pubertal growth spurt occurs
in response to adrenarche (the pubertal rise in
androgen levels) in both males and females thus
androgens were believed to be the major hormone
for bone growth. It is now thought that it is actually
oestrogen (once thought to be a bone growth
inhibitor), derived from aromatization of testo-
sterone, that drives this growth. Oestrogens then
ultimately drive fusion of the end plates and
cessation of growth as well as maintenance of bone
density. This was illustrated most dramatically in a
man with no functional ERa, who due to incom-
plete closure of the epiphyses kept growing after
puberty to reach a height of over 2 m and was
found to have decreased bone density (Smith et al.,
1994). Testosterone also has a role in bone since
androgen insensitive patients, with no functional
AR, also have decreased bone density. It seems
intuitive that, at least in tissues showing sexual
differentiation, androgens and oestrogens would
have opposing effects and this also seems to
occur—for instance in breast, which atrophies in
females taking exogenous androgens.

The two target tissues that are most prone to
malignancy, breast and prostate, are exocrine
glands (Figure 15.4). These consist of ducts lined by
luminal epithelial cells, which secrete substances
into the lumen of the gland for dispersal outside

the body—components of the seminal fluid in the
case of the prostate, milk in the case of the breast.
The luminal cell layer is surrounded by a second
layer of epithelial cells, known as basal epithelial or
myoepithelial cells, which contact the basement
membrane. The ducts are then surrounded by a
mixture of stromal cells (mainly smooth muscle
cells in the prostate), blood vessels, neuroendocrine
cells and, in the breast, adipose tissue. The gland—
prostate or mammary—consists of many such
ducts, which form a branching network eventually
joining together to exit the body via the urethra or
the nipple respectively. Over 90% of breast, and
prostate cancers are adenocarcinomas arising in the
luminal epithelial cells, and histological examina-
tion reveals that the basal epithelial cell layer is
absent in most tumours.
Rudimentary prostate and mammary glands are

formed in response to hormones during foetal
development, and remain unchanged until the rise
in hormones at puberty, when they again undergo
cell division and grow to mature size. In the case of
the prostate, although high levels of testosterone
are maintained, the prostate ceases growth and
instead requires androgens to become differ-
entiated and begin secretory function. The breast,
however, undergoes growth and subsequent
involution during eachmenstrual cycle, in response
to the fluctuating levels of E2 and progesterone. It is
the luminal epithelial cells that divide in response
to steroid hormones but this growth is probably not
a direct response. During growth of the prostate,
the epithelial cells do not express AR protein. The
stromal cells do, and it is likely that they respond to
the androgen signal by secreting paracrine factors
causing proliferation of the epithelial cells
(Thompson, 2001). In the mature prostate, epithe-
lial cells themselves express AR, which is believed
to mediate the secretory response. In the breast,
only 15–25% of epithelial cells express ER but
this fraction is largely non-dividing and it is the
ER-negative cells surrounding them that divide
in response to oestrogens. Again, this is believed
to be due to paracrine secreted factors from the
ER-positive cells. Candidates for the paracrine
factors responsible include members of the fibro-
blast growth factor family. However, in both breast
and prostate, when malignant growth occurs in
receptor-positive epithelial cells, it appears to be
directly regulated by the steroid hormone and so
the patterns of hormone-responsive growth are
different from those seen in normal tissue.

Lumen of duct

Luminal epithelia

Basal epithelia

Stroma

Figure 15.4 A prostatic duct. Cuboidal, luminal epithelial cells line
the lumen of the duct and are surrounded by a layer of flatter basal
epithelial cells. Mammary gland ducts show similar cellular
arrangements. Cells have been stained to visualize the nuclei. Bar
represents 100 mm.
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The endometrium of the uterus is another
hormone-responsive tissue prone to cancer. The
pre-malignant stages of hyperplasia, preneoplasia,
and the neoplastic phase itself are all promoted by
oestrogens and opposed by progestins. Thus oral
contraceptives or hormone replacement therapy
containing high doses of oestrogens are associated
with a slight increase in uterine cancer risk, while
high-dose, long-term progestin therapy appears to
be protective.

15.2.5 Hormone-producing tumours

Tumours in hormone-producing organs are likely
to disrupt hormone production and, while
impairment of hormone production is a possibility,
since tumours involve hyperproliferation they
often result in excess hormone production which
may cause problematic symptoms. For example,
Cushing’s syndrome results from overexposure to
cortisol and includes obesity, hirsutism, weakened
bones and decreased fertility. More helpfully, the
‘signature’ of hormones produced by a particular
type of tumour can be used in diagnosis.
The adrenal cortex produces glucocorticoids,

mineralocorticoids, androgens, and oestrogens,
and tumours in this area are usually benign ade-
nomas, treated by adrenalectomy. Carcinomas are
rare and are usually fatal because of metastasis to
vital organs rather than hormonal disturbance.
That said, overproduction of mineralocorticoids
and glucocorticoids from adrenal tumours can
result in hypertension and Cushing’s syndrome.
Adrenal adenomas are more common in women
and the associated overproduction of androgens
can lead to extensive virilization, including hirsut-
ism. This hyperandrogenic phenotype is also
observed with ovarian tumours, which can pro-
duce androgens as well as oestrogens when the
tumour arises in the stromal sex cord cells that
normally produce steroids. However, the fre-
quency of these is rare since most ovarian tumours
arise in the surface epithelium or germ cells
(Keeney, 2001). This is also the case in testicular
cancer—tumours rarely arise in the steroid-
secreting interstitial and Sertoli cells, but when
they do an increase in androgens or oestrogens
may result. Excess oestrogen production in males
leads to feminization including gynaecomastia.
Peptide hormone production can also be affected

by tumours. The production of ACTH, TSH, LH
and FSH by the pituitary can be affected by

pituitary tumours, with knock-on consequences for
cortisol, sex steroid and thyroxine production.
Pituitary adenomas are the most common cause of
Cushing’s syndrome due to increased ACTH pro-
duction driving high cortisol levels. Cushing’s
syndrome can also be caused by ectopic secretion of
ACTH by some types of gonadal tumours. Thyroid
tumours (one cause of which is constitutively
activating mutations in the TSH receptor) alter
thyroxine levels, with increased production as a
consequence of constitutive activation of malignant
cells or increased malignant tissue mass. Ectopic
hormone production may involve the secretion of
an altered spectrum of hormones, such as germ cell
tumours in the gonads secreting gonadotrophins.
Even organs that do not normally secrete hormones
may acquire the ability to do so ectopically when
malignantly transformed. For instance, some small-
cell lung cancers acquire the ability to secrete
ACTH and so can lead to Cushing’s syndrome
(Terzolo et al., 2001).

15.3 The role of hormones in
carcinogenesis

Steroid hormones are powerful mitogens and
appear to affect the rate of mitosis by acting in the
G1 phase of the cell cycle—shortening G1 length
and promoting entry into S phase. It is to be
expected then that steroid target genes include
those involved in regulation of the G1 phase or
those controlling entry into S phase. The gene tar-
gets of steroid hormones are not well characterized
currently, but those that are known include several
potential cell-cycle control genes, for instance
D-type cyclins promote S-phase entry and are upre-
gulated by E2. This mitotic action could have two
roles in carcinogenesis, both of which are likely to
be important. First, by increasing the number of
dividing cells in target organs that can be at risk
from carcinogens, steroids can act as sensitizing
agents. Second, they can increase the number of
malignant cells by clonal expansion, resulting in
increased tumour mass. It is towards this second
action that hormonal therapies are aimed.

It is unlikely that hormones are bona fide carci-
nogens. The proven carcinogens, such as chemicals,
ionizing radiation, and viruses, are usually
powerful mutagens. Hormones are not mutagenic
and it seems that their role in carcinogenesis is
more likely to be that of a promoting factor rather
than an initiator. That said, initiation of cancer by
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hormones can occur and has been demonstrated in
animal models. For instance oestrogens can pro-
mote mammary tumours in male mice, and kidney
tumours in hamsters (but not other species). This
species specificity is often seen in research invol-
ving hormones and reminds us that results of
experiments in laboratory animals are not neces-
sarily applicable to the human situation, especially
where sex steroids are concerned as these can have
quite different effects on different species. In
humans, perhaps the only known case of hormones
acting as bone fide carcinogens is the small increase
in risk of vaginal adenocarcinoma and invasive
cervical cancer in females whose mothers were
given diethylstilboestrol during pregnancy (Emens,
1999). It now seems incredible that powerful hor-
mone analogues were once used during pregnancy
but this potent oestrogen analogue was used
between the 1950s and 1970s to prevent miscar-
riage. The most obvious place to seek hormone-
initiated cancer would be the mammary gland and
prostate, asking whether oestrogens and andro-
gens, respectively, are responsible for driving car-
cinogenesis in these tissues. Experiments in
animals are inconclusive. To take the prostate: dogs
(the only species apart from man known to suffer
from prostate cancer) treated with potent andro-
gens for long periods have been reported to
develop prostate tumours. In a rat model engi-
neered to develop spontaneous prostate tumours,
exogenous androgens increased tumour frequency.
So does exposure to androgens cause prostate
cancer in men? The negative control experiment
has been performed in history and there are no
recorded cases of prostate cancer in eunuchs or
castrati (male singers castrated to prevent their
voices breaking), unsurprising as eunuchs are
recorded as having nonpalpable prostates in the
majority of cases studied. The positive control
is more problematic, as until now human males
have not been given potent androgens, although
the recent trend for ‘testosterone therapy’ may
provide more data in the long term. However, the
fact that prostate cancer incidence increases with
age, but testosterone (and, most importantly, free
testosterone) decreases with age suggests that
androgens do not drive initiation of prostate cancer
but drive its progression.

In the female, there is more evidence for a role of
oestrogen as a carcinogen, if only because women
not only undergo natural variations in hormone
levels during menstruation but are also more likely

to take exogenous hormones. The best-known risk
factors for breast cancer, apart from genetic factors,
include young age at menarche, late menopause,
and late first pregnancy. All of these have the effect
of exposing the body to more uninterrupted men-
strual cycles, and thus surges of oestrogen. Preg-
nancy, during which progesterone levels increase,
is protective for breast cancer in humans. The use of
oral contraceptives containing high doses of oes-
trogens have been shown to increase the risk of
breast and uterine cancer slightly, while those
containing progesterone only or very low oestrogen
do not (and may even decrease risk of breast,
ovarian, and uterine cancer). In these preparations,
the progesterone is believed to be ‘antioestrogenic’
and protective against cancer of the breast and
uterus. For this reason, progestins are now inclu-
ded in hormone replacement therapy treatments
for postmenopausal women.
Dietary factors are an issue when studying

the epidemiology of hormone-dependent cancers.
Both breast and prostate cancer have their highest
incidence in the west, especially the United States,
and are less common in Asian countries such
as China and Japan. However, when their incid-
ence is measured in migrants from eastern coun-
tries to the United States it is nearer to the western
level. This is believed to be due at least in part
to the adoption of a more western diet, higher
in unsaturated fats (meat and dairy products).
Since steroid hormones are derived from choles-
terol, and oestrogen is synthesized in fat cells, this
could be altering the hormonal milieu and pro-
moting cancer. A more direct link may be the
relative reduction in the diet of substances derived
from soy, which is a major component of the
eastern diet. Phytoestrogens derived from soy
may be protective against prostate and breast
cancer.
Carcinogenic effects of oestrogens may be via

non receptor-mediated effects. Both steroidal oes-
trogens and nonsteroidal pharmacological oestro-
gens such as diethylstilbestrol can be converted
to catecholestrogens, potentially mutagenic sub-
stances due to their ability to promote formation
of DNA adducts and also the generation of free
radicals during the conversion (Liehr, 2000). Such
global effects could potentially cause tumours in
any tissue, but the higher levels of oestrogen-
metabolizing enzymes in breast and uterus might
explain the higher rates of malignancy in these
tissues.
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15.4 Steroid/nuclear hormone receptors

15.4.1 Receptor action

Binding of ligand (hormone) to a nuclear hormone
receptor can occur in the cytoplasm or the nucleus.
It appears that some steroid receptors, for example,
the AR and GR, exist mainly in the cytoplasm in the
absence of ligand, while the ER and PR are mainly
nuclear. In the presence of ligand all receptors are
nuclear. In fact, it is likely that receptors continually
shuttle back and forth between the nucleus and
cytoplasm, and the presence of ligand forces this
equilibrium towards nuclear localization, while in
the absence of ligand the equilibrium varies
depending on receptor type. Unbound steroid
receptors are complexed with heat shock proteins
(hsps), which may be required to maintain the
receptor in a ligand-binding-competent state and/
or to prevent ligand-independent receptor activity
by blocking nuclear translocation or DNA-binding.
Upon ligand-binding hsps dissociate from the
complex, the receptor dimerizes, in the case of
cytoplasmic receptors it moves into the nucleus,
and it binds to sequence-specific response elements
in the promoter of target genes (Figure 15.5 (a)).
The hormone response elements are 2 repeats of
short sequences. The DBD of the receptor consists
of two zinc finger-like structures that interact with
the major groove of DNA. The ER homodimer
binds to an imperfect inverted repeat of A/GGTCA

separated by 3 nucleotides (ERE). The other steroid
receptors all bind to a similar inverted repeat but
the sequence of the half-site differs. Thus a gluco-
corticoid response element (GRE) is also responsive
to activated PR, MR, or AR. Recently, more specific
androgen response elements (AREs)havebeen char-
acterized in androgen responsive gene promoters
and enhancers, which look more like imperfect
direct repeats (Claessens et al., 2001). From the
response element, the receptor dimer promotes
transcription via co-activator proteins as described
below. The response elements for type I nuclear
receptors such as THR and RAR are generally
imperfect direct repeats of an ERE half-site, with
variable spacing between. These bind as hetero-
dimers with the ubiquitously expressed RXR
(Figure 15.5(b)). Like steroid receptors, in the pre-
sence of ligand they recruit co-activators and pro-
mote transcription. However, they differ in the
absence of ligand in that they do not bind hsps and
instead bind to DNA in a repressive manner.

It should be remembered that nuclear receptors
do not generally bind to a promoter in isolation,
there are binding sites for other transcription fac-
tors nearby and the different transcription factors
are likely to influence DNA binding activity. They
can also affect each other’s activity in a non-
DNA-binding dependent manner. For instance,
glucocorticoids have an anti-inflammatory effect
partly because activated GR can repress transcrip-
tion of the collagenase gene, which is activated by
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Figure 15.5 Modes of action of nuclear receptors (R). (a) Steroid receptors are complexed with heat shock proteins in the absence of ligand; they
may be cytoplasmic as shown here or nuclear. On ligand binding they move into the nucleus and bind to response elements in the promoters of
target genes to activate transcription. (b) Type I nuclear receptors are bound to response elements in the absence of ligand and repress
transcription, as a heterodimer with RXR. When ligand binds, they switch to activating transcription from the promoter. (c) Receptors can also
modulate the activity of AP1 transcription factors, positively or negatively depending on the composition of the AP1 dimer, probably via direct
interaction with the AP1 dimer. hsp¼ heat shock protein complex.

264 CE L LU LA R AND MOL ECU LAR B I O L OGY O F CANCER



AP1 binding to the promoter. This does not require
DNA-binding of the GR but appears to be via direct
protein–protein interaction between the GR and
DNA-bound AP1 (Figure 15.5(c)).

The next step is activation of transcription of the
target gene, achieved via the activation functions
AF1 and AF2. AF1 in the N-terminus is intrinsically
ligand-independent, but is inhibited by the LBD in
the absence of ligand. It can also be activated in
certain receptors by phosphorylation, induced by
growth factors. AF2 is a ligand-dependent activa-
tion function in the LBD itself. Crystallographic
studies have shown that the LBDs of all nuclear
receptors modelled to date consist of 12 a-helices
(Wurtz et al., 1996). When ligand enters the ligand-
binding pocket (consisting of residues from helices
1, 3, 5, and 11), the domain undergoes a con-
formational change as helix 12 flips to lie over the
pocket, stabilizing ligand binding and forming a
new surface to which co-activator proteins can bind
(Figure 15.6). This co-activator-binding surface,
which forms the core of AF2, consists of residues
from helices 3, 4, 5, and 12. The relative contribu-
tions of AF1 and AF2 to receptor activity depend on
the receptor in question, with AF1 being stronger
for the AR and AF2 for the ER. However, even for
a given receptor, circumstances such as the cell
type or target promoter can affect the relative

importance of the two domains. For instance, the
ER activates mainly via AF2 in breast issue, but in
the uterine endometrium AF1 has been shown to
be more important. This is presumably due to the
different cofactors, growth factors, etc. present in
the different cell types.

15.4.2 Coactivators and corepressors

Reporter assays using overexpressed receptor
proteins in mammalian cells showed that one activ-
ated steroid receptor is able to inhibit activity of
another in the presence of its cognate ligand,
implying that there is a limiting cofactor common
to activation by the two receptors. Many such
co-activators have been identified in recent years by
virtue of their ability to interact with nuclear
receptors in a ligand-dependent manner and to
potentiate activity of receptors in in vitro assays
(Bevan and Parker, 1999). Some are common to all
the receptors examined to date, such as the
co-integrator CREB binding protein (CBP), while
others may be more restricted to certain receptors.
Transcription involves chromatin remodelling
prior to recruitment of the basal transcriptional
machinery, the assembly of the pre-initiation com-
plex on the promoter, and the movement of the
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Figure 15.6 LBD structure. This consists of 12 a-helices and a b-sheet. (a) In the absence of ligand, helix 12 lies at an angle away from the
main body of the LBD. (b) In the presence of ligand, it is folded back over the ligand-binding pocket to form a ‘lid’. This conformational
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polymerase along the gene. Proteins that enhance
transcription could do so by promoting one or
more of these steps. Initially, it was hypothesized
that coactivators act as bridging factors between
transcription factors and the transcription machin-
ery, stabilizing the formation of the pre-initiation
complex. The TRAP (thyroid receptor associated
proteins) complex appears to have such a role. This
large, multiprotein complex was first identified as
binding to the THR via a single protein termed
TRAP220. Parallel work led to the characterization
of related complexes binding other type I and
steroid receptors. It has emerged that these com-
plexes, containing at least 12 polypeptides, are
almost identical to one another and about half the
peptides are similar to those found in the yeast
mediator complex. The mediator complex may
serve several functions but importantly it recruits
RNA polymerase II to target genes by its associ-
ation with the C-terminal repeat domain of the
large subunit. The TRAP complex is also believed
to phosphorylate the C-terminus of RNA poly-
merase II, enabling it to move along the coding
strand thus promoting elongation as well as
initiation of transcription (Figure 15.7b).
Other coactivators promote transcription by

altering the organization of DNA at the promoter.
Chromatin structure consists of histone protein
complexes associated with DNA in units known as
nucleosomes, which generally repress transcription
from adjacent promoters, presumably by prevent-
ing access of transcription factors and the
pre-initiation complex (Kadanoga, 1998). This res-
trictive heterochromatin structure can be ‘loosened’
by destabilizing histone-DNA contacts by post-
translational modification, including acetylation of

the histone tails. Enzymes with this capability are
called histone acetyltransferases (HATs). Two
major classes of coactivators have been identified
which possess HAT activity: the related 300 kDa
proteins CBP and p300, and the p160 co-activator
family. The p160 family consists of 3 co-activators:
SRC1 (the first identified coactivator, also known as
NCoA1 (Oñate et al., 1995) ), TIF2 (also known as
GRIP1 or NCoA2), and AIB1 (also known as pCIP,
ACTR, RAC3, or NCoA3). The confusing collection
of different names for these proteins is the result of
different labs cloning them at different times or
from different organisms and renaming them each
time. The p160s may have some weak HAT activity
but appear to function primarily by recruiting
CBP/p300 and another HAT, pCAF, to the recep-
tor. Thus a complex of HAT coactivators may build
on a DNA-bound receptor to promote transcription
from that promoter by remodelling chromatin
structure (Figure 15.7a). How these complexes
disassociate is likely to involve modification of the
coactivators themselves by other components of the
complex—for instance, acetylation of AIB1 by p300
has been shown to promote dissociation of the HAT
complex bound to ER (Liao et al., 2002). The inter-
action of coactivators with receptors is primarily
via a receptor-binding motif that consists of LxxLL,
where L is leucine and x is any amino acid. This
motif, one or more copies of which are found in
most coactivators studied to date, forms an a-helix
that binds in the co-activator-binding surface of the
active LBD (Figure 15.6).

The repression of basal transcription of target
genes by type I nuclear receptors also requires
cofactors, known as corepressors, which bind
to the receptor only in the absence of ligand
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Figure 15.7 Coactivator recruitment to DNA-bound nuclear receptors. (a) A complex of HAT coactivators can build that remodel chromatin
structure by acetylation of histones and also acetylate each other, promoting dissociation of the complex. (b) Coactivator complexes can also
promote initiation of transcription by forming contacts with the basal transcriptional machinery, and promote elongation by phosphorylation of the
C-terminus of RNA polymerase II.
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(Hu and Lazar, 2000). The best-characterized
corepressors are the related proteins NCoR and
SMRT. Their action opposes that of HAT
coactivators as they recruit proteins with histone
deacetylase (HDAC) activity, promoting the forma-
tion of heterochromatin at the promoter, thus
restricting the access of transcription factors and the
pre-initiation complex and inhibiting transcription.
The corepressor interaction site in receptors over-
laps with the coactivator interaction site and when
ligand binds the receptor, the conformational
change results in co-repressors being released and
coactivators recruited (Figure 15.8). Until recently it
was thought that nuclear corepressors had no role
in steroid hormone action, since steroid receptors
are not thought to bind DNA or repress basal
transcription in the absence of hormones. Although
unliganded steroid receptors do not bind to
corepressors in interaction assays, several groups
have found that NCoR and SMRT associate with the
ER and PR in the presence of certain antagonists
(see later). Therefore, co-repressors may also be
required for any DNA-bound nuclear receptor to
inhibit transcriptional activity. This is of interest in
the context of cancer since antagonists are the most
common therapies for breast and prostate cancer.

15.4.3 Hormone receptors as oncogenes

The physiological importance of the basal repression
of target genes by type I receptors is illustrated by
the case of acute promyelocytic leukaemia (APL),
caused by a block of differentiation of primary

bone marrow cells into mature granulocytes. This
is a retinoic acid-dependent process and in most
cases high-dose retinoic acid therapy overcomes
the block and results in disease remission. In
many patients, APL is associated with a reciprocal
translocation between chromosomes 15 and 17. The
breakpoint occurs in the coding sequence of a gene
called PML (for promyelocytic leukaemia) on
chromosome 15, function unknown, and the reti-
noic acid receptoragene (RARa)on chromosome17.
Of the two resulting fusion genes, the one that is
associated with the disease in patients, PML–RARa,
encodes a fusion protein containing the DBD and
LBD domains of RARa (Figure 15.9). The PML–
RARa fusion protein binds to retinoic acid response
elements and inhibits their transcription through
recruitment of corepressors to the RARa
C-terminus. However, it is impaired in its ability to
release corepressors, possibly due to interference
from the PML part, and higher pharmacological
doses of retinoic acid are required to release
corepressors and relieve this repression. Unfortu-
nately, some APL patients do not respond to reti-
noic acid treatment. Most of these carry a different
chromosomal translocation resulting in a gene
rearrangement between RARa and the promyelo-
cytic zinc finger (PLZF) gene. The PLZF protein
itself is able to recruit the corepressors NCoR and
SMRT, and this ability is retained in the fusion
protein, PLZF–RARa (Zelent et al., 2001). While
retinoic acid treatment results in the dissociation of
corepressors bound to the RARa part, those bound
to the PLZF part remain and prevent activation
of target genes, thus inhibiting differentiation of
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Figure 15.8 Role of corepressors. (a) Corepressors are required for repression of basal transcription by type I receptors in the absence of ligand.
When ligand (L) binds, corepressors are released, coactivators recruited and transcription is activated. (b) Steroid receptors are not thought to
bind DNA in the absence of ligand. However, some antagonists (A) promote DNA-binding and it is postulated that these may function by causing
the recruitment of corepressors.

HORMONE S AND CANC E R 267



granulocytes. Since repression by corepressors is
mediated at least partly through histone deacety-
lation, inhibitors of histone deacetylation such as
trichostatin A (TSA) may be effective treatments for
retinoic acid-resistant APL.
In chicks, erythroblastosis can be caused by a

virus encoding a mutant, oncogenic form of THRa,
v-ErbA. This arrests differentiation of erythroblasts
by repressing target gene transcription and enhan-
ces the proliferative effects of a second oncoprotein
v-ErbB, a truncated form of the EGF receptor.
A similar role of THR has not yet been seen in
human erythroleukaemias.

15.5 Hormone therapy for cancer

While organ-confined cancers can be treated effect-
ively by surgical removal, in the United Kingdom
over 60% of men presenting with prostate cancer
have disease that has spread, either locally to the
seminal vesicles and bladder, or metastatically to
the bone (Foster et al., 1999). In such cases, and
when disease recurs after surgery, hormone ther-
apy is most often used. Breast cancer patients
usually present with localized disease—however,

despite surgery, over half will eventually relapse
presumably due to undetectable ‘micrometastases’.
They are therefore treated with hormone therapy
for at least 5 years to reduce this risk (Ali and
Coombes, 2002). The aim of hormone therapy is to
prevent steroid-mediated growth of the tumour
and/or metastases, by removing gonadal steroid
hormones from the patient and opposing the action
of remaining steroids (produced by the adrenal,
tumour, or peripheral tissues) using antagonists.
An example of a possible sequence of therapies
for both breast and prostate cancer is given in
Figure 15.10.

15.5.1 Gonadectomy

Since 1786when the surgeon JohnHunter noted that
‘the prostate gland . . . of the perfect male (is) large
and pulpy, while in the castrated animal (it
is) . . . small, flabby tough and filamentous and has
little secretion’, it has been known that prostate
relies on testicular secretions, later identified as
androgens, for growth and function. It was logical,
then, for Huggins and Hodges to try treating pro-
state cancer patients with castration in the 1940s and
indeed the experiment had a fair degree of success.
Similarly, the ovaries produce the majority of oes-
trogen in women, and in 1900 Boyd and Beatson
used ovariectomy to treat women with metastatic
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Figure 15.9 Schematic representation of APL fusion proteins and
their component proteins. Breakpoints are indicated by arrows.
Both PML–RARa and PLZF–RARa contain the RARa LBD, which
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Figure 15.10 Hormone therapy regimes. This is not a blueprint for
order of therapies but rather an overview of how the therapies
discussed might be applied in clinic. After surgery, if appropriate,
gonadal ablation and/or antihormone treatment are generally the first
treatments used, and second-line therapies used after relapse will
vary. In breast cancer, aromatase inhibitors are only useful after GnRH
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breast cancer, successfully in 30% of cases. These
days, rather than surgical gonadectomy, testicular
or ovarian ‘ablation’ is performed by treating
patients with ‘super’ analogues of GnRH such as
goserelin, buserelin, or leuprolide acetate. Para-
doxically, these ultimately reduce the levels of LH
and testosterone or oestradiol down to levels similar
to those seen in surgically gonadectomized patients.
This is because GnRH works by promoting the
release of stored LH and FSH after which it down-
regulates GnRH receptors to inhibit further release
(a negative feedback mechanism). Normally, GnRH
production is also inhibited and the stores of gona-
dotrophins can be replenished, but continuous
goserelin therapy results in continued receptor
downregulation so that there is no response even
to endogenous GnRH. Antagonists of GnRH are
currently in trials with the same aim of preventing
LH/FSH release. While gonadectomy or gonadal
ablation effectively removes the majority of circu-
lating androgens or oestrogens, there are still hor-
mones secreted by the adrenal or synthesized in
peripheral tissue. For instance, while 90% of the
circulating androgens in an adult male are gonadal
in origin, androgens synthesized by the adrenal
gland can be converted to testosterone and thence to
DHT, which promotes prostate growth. The unim-
paired activity of 5a-reductase in prostate acting on
adrenally derived testosterone means that tissue
concentrations of DHT are only reduced by
approximately 40%. For this reason, prostate cancer
is often treated with a combination of gonadectomy
and antiandrogen therapy (see further), termed
‘total androgen blockade’. In breast cancer, gona-
dectomy and antioestrogen therapy are more often
used sequentially.

15.5.2 Inhibition of peripheral and intracrine
steroid synthesis

As DHT is the most important androgen in the
prostate, inhibiting the enzyme responsible for its
synthesis should effectively reduce prostate
growth. This is illustrated by a tribe in the
Dominican Republic with a high frequency of 5a-
reductase I inactivating mutations. A number of the
outwardly female children of this tribe develop into
fully fledged males at puberty—those affected are
given the name ‘guevedoces’ which translates as
‘penis at 12’. These children lack DHT but have
normal levels of testosterone, which is sufficient to
virilize the internal genitalia. The external genitalia

are normally virilized by the more potent DHT, but
at puberty the increase in testosterone levels is
sufficient to cause penile growth and development
of male secondary sexual characteristics. The one
organ that does not fully develop is the prostate,
which remains small, as DHT is absolutely required
for its growth. (In fact, these children are likely to
have some low levels of DHT since there is a second
5a-reductase gene in which they do not carry
mutations.) Study of this tribe led to the develop-
ment of finasteride, a 5a-reductase inhibitor used to
treat patients with prostate cancer or, more com-
monly, benign prostatic hyperplasia with some
success in slowing and even reversing prostatic
growth.
Peripheral synthesis of E2 from testosterone

occurs principally in fat cells, also skin, muscle, and
bone, and requires the cytochrome p450 enzyme
complex aromatase. This normally contributes less
than 30% of circulating levels of E2 in pre-
menopausal women but is likely to be more signi-
ficant in breast cancer, as in situ production of
oestrogens appears to drive tumour growth and
60–70% of breast cancers contain the aromatase
enzyme. The ability of such cells to produce their
own oestrogen is presumably selected for during
ovarian oestrogen depletion. Aromatase inhibitors
such as exemestane (a ‘suicide substrate’) and
anastrazole (a competitive inhibitor) effectively
prevent this synthesis, in both peripheral tissues
and tumour cells, and have recently been licensed
for use in breast cancer patients. They are used
for patients who have developed hormone-
independent disease and are postmenopausal or
have undergone ovarian ablation (Dowsett, 1997).

15.5.3 Steroid receptor antagonists:
antioestrogens and antiandrogens

Hormone antagonists, the best-known of which
is the antioestrogen tamoxifen, repress receptor-
mediated signalling at the level of the receptor
itself. Antagonists are molecules, often bearing
structural similarities to the ligand, that bind to the
receptor in the ligand-binding pocket but do not
cause it to become active. The mechanism by which
they prevent activity is not absolutely clear (see
Figure 15.11). They may function simply by com-
petition. However, antagonists generally have a
much lower binding affinity for receptors than the
cognate ligand so competitive inhibition is unlikely
to be the whole story. They may prevent nuclear
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translocation of the receptor, keeping it in the
cytoplasmic compartment, perhaps complexed
with inactivating hsps. This was found to be a likely
explanation for the action of the antioestrogen
faslodex, recently introduced as a breast cancer
treatment. Faslodex alters the equilibrium of
nucleo-cytoplasmic shuttling of the ER such that it
becomes mainly cytoplasmic—further, it is degra-
ded more rapidly (Dauvois et al., 1993). However,
other ER and AR antagonists, such as flutamide (an
antiandrogen) and tamoxifen, are known to pro-
mote receptor movement into the nucleus. Later
steps that could be inhibited by such antagonists
include dimerization, DNA-binding or coactivator
binding. Co-crystallization of receptor LBDs with
the receptor-interacting regions of coactivator pro-
teins in the presence of ligand showed that coacti-
vators bound to a surface formed by helix 12 in the
‘active’ conformation, and helices 3, 4, and 5. When
LBDs were crystallized in the presence of antago-
nists, however, helix 12 adopted an alternative
orientation. This time, it occupied the coactivator-
binding surface itself, presumably preventing
coactivators from binding (Brzozowski et al., 1997).
Thus, the presence of an antagonist in the ligand-
binding pocket would, by virtue of its shape dif-
ference from the agonist, prevent helix 12 adopting
the ‘active’ conformation and instead promote an

inactive conformation unable to bind coactivators.
Research is currently underway to determine
whether these inactive conformations are actually
able to bind to corepressor proteins instead, and so
actively repress transcription.

While some of the antagonists used in clinics will
repress receptor activity under any circumstances,
most are more complex and in some circumstances
can actually activate the receptor. These are termed
partial or mixed antagonists and examples include
the antioestrogens tamoxifen and raloxifene, and
the antiandrogens flutamide and cyproterone
acetate. In cell culture experiments using reporter
assays, tamoxifen is able to activate ER in certain
cell types but represses it in others. The promoter
sequence used also determines the outcome. In the
body, the same phenomenon is seen—tamoxifen is
an effective repressor of ER activity in breast, but it
activates ER in the uterine endometrium and in
bone. This is believed to explain the slight increase
in uterine cancer risk in women treated with
tamoxifen. The explanation of this dual role of
tamoxifen is that it inhibits AF2, but not AF1 activ-
ity, and AF1 is the dominant activation function in
uterine and bone cells. Another, not incompatible,
explanation of how partial antagonists can have
different effects in different tissues was suggested
by structural studies ofmutant ER crystallized in the
presence of a partial antioestrogen (Gangloff et al.,
2001). Helix 12 was found to ‘flip-flop’ between the
active and inactive positions and it is hypothesized
that the local concentration of cofactors might affect
which position it preferentially adopts when bound
to a partial antagonist. Hence in different tissues,
with a different milieu of cofactors, either the active
or the repressed state will predominate. It might
seem odd that such a drug would continue to be
used, but in fact the dual actions of these drugs in
promoting ER action in certain tissues but repres-
sing it in breast are being exploited to develop the
next generation of agents for hormone therapy.

Finally, it should be noted that not all of the
inhibitory effects of hormone antagonists may
be due to their antagonism of hormone action.
Tamoxifen can sometimes cause regression even
of tumours that are classed as ER–negative. This
could be due to very low levels of ERa, or the
presence of the second ER, ERb, which is not yet
routinely tested for in breast tumour samples due
to the lack of a specific antibody. However,
tamoxifen also appears to reduce the free radical
generation due to conversion of oestrogens to
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Figure 15.11 Mechanisms of antagonist action. Possible steps in the
steroid receptor pathway at which antagonists might act are indicated.
A combination of these is likely: for instance faslodex promotes
cytoplasmic retention and degradation but may also inhibit ER
dimerization thus DNA-binding.
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catecholestrogens and thus may prevent cancer
initiation (Liehr, 2000). Antioestrogens can also
block growth factor-mediated mitogenic effects by
mechanisms unknown.

15.5.4 Other hormone therapies

By their very nature, oestrogen and androgen can
oppose each other ’s effects in certain tissues. Thus,
the first ‘antiandrogen’ used in prostate cancer
therapy was actually oestrogen, and the non-
steroidal oestrogen analogue diethylstilboestrol is
still sometimes used today. This opposition could
come about by feedback, with high levels of oes-
trogens preventing gonadotrophin release and
hence blocking testosterone production, but more
direct effects must also occur. The prostate contains
ER and the mouse model lacking functional ERb
showed hyperproliferation of the prostate, sug-
gesting that oestrogens act via ERb to inhibit pro-
state cell proliferation (Weihua et al., 2001). In cell
culture, testosterone inhibits the growth of breast
cancer cell lines in the presence or absence of oes-
tradiol. Also, approximately 50% of human breast
cancers express AR and androgen therapy for
breast cancer has been shown to be effective.
Androgens act additively when used in combina-
tion with antioestrogens, confirming that they are
not acting via the ER pathway (Labrie et al., 2003).
A protective role of androgens against breast cancer
is also indicated by the very low rate of breast
cancer in men and the fact that in more than one
case, familial male breast cancer was found to be
associated with AR mutations. In general however,
androgens and oestrogens are not often used as
first- or second-line therapy, due to the side-effects
engendered by using such powerful agents.

15.5.5 Development of hormone resistance

While hormone therapy for breast and prostate
cancer is initially extremely successful, it almost
inevitably eventually fails. Tamoxifen therapy
causes tumour regression in 50% of patients with
ER-positive tumours and 10% of patients with
ER-negative tumours but after amedian of 20months,
many of these relapse and show further tumour
growth. In prostate cancer, antiandrogen therapy
has an even higher success rate (75%), but almost all
patients will relapse after an even shorter period.
The growth of tumours in such a steroid-depleted

environment, despite the use of antagonists, is
often termed ‘hormone-independent’. As we shall
see, this term may be misleading.
Hormonal therapy imposes harsh, growth

inhibitory conditions on the tumour cells and any
individual cells with a growth advantage over the
others will be selected and clonally expanded,
resulting in a cluster of tumour cells able to grow in
spite of hormonal therapy. Many theories for how
cells adapt to be able to grow under these condi-
tions have been put forward and it is likely that
there is no unifying explanation and each of the
theories may account for resistance in a proportion
of patients. Most of the putative pathways, how-
ever, still rely on continued expression and
activation of the hormone receptor, unsurprising
in light of the fact that almost all ‘hormone-
independent’ prostate tumours and 70% of
advanced breast tumours remain receptor positive.
The possible pathways by which hormone resist-
ance may develop are described below. See
also Jenster, 1999; Feldman and Feldman, 2001;
Sommer and Fuqua, 2001.

Receptor amplification
As discussed, no therapy is able to completely
eliminate all steroid hormones from the body.
Residual oestrogens and androgens still circulate in
patients treated by gonadectomy and/or antagon-
ist therapy. An amplification of the response to
these low levels, or weaker steroids, could explain
how tumours can grow under these conditions, and
the simplest way to achieve this would be by
increasing the number of molecules of receptor
proteins. Indeed, this is seen in up to 30% of cases
of prostate and breast cancer. Increase in receptor
protein can be achieved via an increase in tran-
scription of the gene (overexpression) or an increase
in copy number of the gene (amplification) and
both of these mechanisms have been observed.

Cofactor changes
A second way of amplifying the response to
residual steroids might be to increase the number
of coactivator proteins. Coactivators seem to be
limiting, hence not every ligand-bound steroid
receptor will be able to activate transcription to the
maximum extent. Increasing coactivator proteins
until they are present in excess would allow the
maximum activity to be extracted from each
receptor molecule, as is seen in cell culture experi-
ments where activity of a reporter gene in the
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presence of a fixed amount of receptor can be
increased by co-transfecting increasing amounts of
coactivator until a saturating concentration is
reached.
One coactivator, AIB1 (which stands for

Amplified In Breast Cancer 1), was as its name
suggests identified as a gene amplified in breast
cancer (Liao et al., 2002). Several studies since have
confirmed that a subset of breast cancers (5–10%)
have amplification of the AIB1 gene and a higher
percentage show increased levels of the protein, but
this does not always correlate with ER expression.
Thus the role of AIB1 in breast cancer may not
be limited to its effect on ER activity. Further, mice
lacking AIB1 were less susceptible than wild-type
mice to oncogene-induced mammary gland
tumorigenesis, suggesting a possible role in tumour
initiation. A recent study of a small cohort of pro-
state cancer patients has also shown that levels of
AIB1 are increased in prostate tumours as com-
pared to benign prostate.
Conversely, if hormone antagonists require

corepressors to achieve repression of hormone-
responsive genes, then a shortage of corepressors
would prevent antagonists working to their
full extent. If the loss of corepressors allows
coactivator binding, due to lack of competitive
inhibition, it could even switch partial antagonists
to agonists, contributing to hormone-independent
activation and growth. Although there is a lack of
direct evidence that corepressors are required for
antagonist action, a mouse model of breast cancer
showed a decrease in the corepressor NCoR cor-
relating with progression to tamoxifen resistance
(Lavinsky et al., 1998).
Studies measuring expression of individual

coactivator and corepressor proteins in both breast
and prostate cancer have so far failed to show
convincing changes in expression levels correlating
with progression to hormone independence.
However, this could be a consequence of the fact
that only small subsets of cofactors are being
investigated. Over 200 potential cofactors have
been identified so far, most of these are ubiqui-
tously expressed and many appear to operate as
part of large, multiprotein complexes (McKenna
et al., 1999). Thus if changes in coactivator and
corepressors do contribute to hormone resistance, it
is likely to be more subtle changes in the milieu
and ratios between various types of cofactor.
A more global approach, such as microarray ana-
lysis, may eventually allow the identification of

signature cofactor changes associated with disease
progression.

Crosstalk with growth factor/receptor tyrosine
kinase-activated pathways
In the absence of ligand, other pathways may be
able to activate steroid receptors and promote
tumour growth. Hormone receptors are phospho-
proteins, with both the liganded and unliganded
forms being phosphorylated. This has been best
characterized for the ER in which several phos-
phorylation sites have been mapped corresponding
to target sites for known kinases (Figure 15.12).
Phosphorylation of the ER by growth factors such
as EGF, protein kinase A, TFIIH, mitogen-activated
protein kinases (MAPKs) and the serine/threonine
protein kinase AKT can activate the receptor, in
some cases acting synergistically with E2 and so
amplifying the hormone response, but in others
activating the receptor in a completely ligand-
independent manner (Ali and Coombes, 2002).
Overexpression or constitutive activation of any of
the components of growth factor signalling path-
ways, including the growth factor ligands, the
membrane-associated receptors, or downstream
kinases, could result in activation of the ER in
breast cancer. The target of TFIIH and ERK1 and 2 is
serine 118, phosphorylation of which can result in
ligand-independent activation of the ER. Over-
expression of the TFIIH-associated kinase CDK7 in
cell culture experiments reduces the ability of
tamoxifen to repress ER activity, and ERK1/2
expression or activity has been found to be incre-
ased in several hormone-resistant breast cancer cell
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Figure 15.12 Post-translational modifications of the ER. Serine
residues as indicated are targets for phosphorylation by growth factor
pathways, including EGF, insulin, IGF-1, and TGFa. These can increase
ER activity, sometimes in the absence of ligand, by increasing AF1
activity or promoting dimerization. In the LBD, acetylation of K302 and
K303 by CBP increases sensitivity to ligand while phosphorylation of
Y537 causes ligand-independent activity.
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lines. PTEN, a tumour suppressor gene that is
frequently inactivated in both breast and prostate
cancer, is a repressor of AKT activity, and AKT
proteins are often increased in breast cancer, sug-
gesting that the ligand-independent ER activity
induced by phosphorylation by AKT can also occur
in vivo. At the growth factor receptor level, the EGF
receptor and the related membrane-associated tyr-
osine kinase ERB-B2/HER-2/NEU are both often
overexpressed in breast tumours, often correlating
with hormone independence (Pietras et al., 1995).
Both of these are targets for new therapies for
breast cancer, IressaTM and HerceptinTM respect-
ively, which inhibit their kinase activity.

The AR has likewise been shown to be activated
in a ligand-independent manner by certain growth
factors including IGF-1, KGF, and EGF, but a
direct effect on phosphorylation of the AR has not
been shown (Culig et al., 1994). Notwithstanding,
it is possible that the targets of these growth
factor pathways could be other proteins in the
AR-signalling pathway—coactivators, for instance.
ERB-B2 can activate the AR in the absence of ligand
as well as amplify its response to low levels of
androgens, while overexpression of ERB-B2 in
androgen-dependent prostate cell lines allowed
them to grow in the absence of androgens in vitro
and as xenografts in castrated mice (Craft et al.,
1999). Some studies have found overexpression or
amplification of ERB-B2 DNA in between 16 and
69% of patients, while in patients with advanced
androgen-independent disease serum levels of the
extracellular domain of ERB-B2 are often elevated
(Daliani and Papandreou, 1999). Thus ERB-B2
overexpression may be a mechanism of escape
from androgen independence in prostate cancer
and HerceptinTM could be a possible future therapy
for advanced disease. ERB-B2 is known to activate
the PI3K/AKT and MAPK signalling pathways but
how exactly it promotes prostate cancer cell growth
is not clear—both MAPK and AKT can phosphor-
ylate the AR and cause it to become active.
Involvement of the AKT pathway with prostate
and possibly breast cancer progression also occurs
at the level of PTEN.

Nuclear receptors may also affect response to
growth factors by interference with growth factor
targets such as AP1. Direct protein–protein inter-
actions between nuclear receptors and AP1 can
either increase or decrease its activity, as discussed.
In the breast cancer cell line MCF7, oestrogens
increase growth factor-induced AP1 activity and

antioestrogens inhibit it, while also inhibiting their
growth. Changes in growth factor pathways could
alter this response.

Receptor mutation
In prostate cancer, while mutation of the AR is rare
in primary and hormone-dependent tumours, in
screens of patients with advanced metastatic
hormone-independent disease the frequency of
mutation rises to 30–40%, evidence in itself that
these mutations are likely to contribute to the pro-
gression to hormone independence (Gottlieb et al.,
1999). Around 75 different mutations have been
identified to date, most of them being point muta-
tions leading to single amino acid substitutions,
and they are found in all of the functional domains
of the AR. Of the missense mutations that have
been studied by in vitromutagenesis and functional
studies, several increase the spectrum of activation
of the AR. They allow it to become activated by
alternative ligands such as E2, progesterone,
glucocorticoids and the antiandrogens hydroxy-
flutamide and cyproterone acetate, and/or increase
its activation by weak androgens such as andro-
stenediol. As many of these hormones are present
in the patients, either naturally (e.g. E2) or adminis-
tered (e.g. antiandrogens), such aberrant receptor
activation could contribute to tumour growth.
Further, the activation of such mutant receptors by
antiandrogens has been suggested as an explana-
tion for the ‘antiandrogen withdrawal syndrome’.
This describes the situation where a patient shows
symptomatic improvement for a few weeks after
antiandrogen therapy is stopped. If antiandrogens
are actually contributing to tumour growth by
activating the AR, this is understandable. One
argument against this explanation is that the anti-
androgen withdrawal syndrome occurs with
higher frequency than do AR mutations. However,
advanced, metastatic tumours are not routinely
sampled and are likely to be heterogeneous, so it is
possible that the frequency of mutation is under-
estimated.
Missensemutation of the ER inbreast cancer is not

so common, with less than 1% of primary tumours
carrying coding mutations although the percentage
appears to be higher inmetastatic tumours (Sommer
and Fuqua, 2001). One mutation has been reported,
of the tyrosine residue at 357 to asparagine,
that results in a constitutively active receptor,
not repressed by tamoxifen. Tyrosine 537 is a pos-
sible phosphorylation target of src kinases and
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thus the mutation may mimic some of the effects of
phosphorylation. Another pointmutation at a site of
receptor modification was found in 4% of pre-
malignant hyperplastic lesions in one study. This
resulted in a lysine to arginine substitution at res-
idue 303. Residue 303 is the site of acetylation of ER
by CBP and mutation of this site in vitrowas shown
to increase the sensitivity of ER to E2, which could
result in increased response to low levels of E2 after
gonadectomy (Figure 15.12). Much has been pub-
lished on the significance or otherwise of a splice
variant of ERa, termed ERD5, lacking the LBD. This
mutant form is unable to bind ligands, including
tamoxifen, but can still bind to DNA and activate
target genes in cell culture assay systems. However,
its role in vivo is uncertain, as while the variant
mRNA is common in most oestrogen target tissues,
the protein is not often detected. Even if it were, the
expression of themutant form does not appear to be
increased in hormone-independent tumours, so
would not be able to explain the disease progression.

Non receptor-dependent pathways
All of the mechanisms for progression to hormone-
independence require mutation of a tumour cell
and subsequent selection and clonal expansion.
While the mutations, understandably, occur most
often in genes linked to the hormone response
pathway, it is feasible that certain mutations could
allow another growth pathway to take over com-
pletely, bypassing the requirement for hormone
receptor involvement. For instance, autocrine
growth control is a possible mechanism for con-
tinued growth of tumour cells. Breast and prostate
epithelial cells are believed to divide in response to
growth factors secreted by neighbouring cells
(stromal or epithelial) in a paracrine fashion. If the
growing cells themselves secreted these growth
factors as well as responding to them, an autocrine,
self-serving growth loop would be set up resulting
in hyperproliferation. For example, primary
androgen-sensitive prostate cells show high levels
of the growth factor TGFa only in the stromal cells
and high levels of its receptor, EGFR, only in the
epithelial cells. However, metastatic androgen-
independent prostate epithelial cells express high
levels of both TGFa and EGFR, suggesting a switch
from paracrine to autocrine growth control (Daliani
and Papandreou, 1999). An autocrine loop could
also involve steroid receptors—for instance
oestrogens increase expression of TGFa and EGFR,
thus oestrogens could be functioning indirectly to

promote cell growth by increasing sensitivity to
autocrine and paracrine-acting growth factors.

Anti-apoptotic pathways are also likely
candidates for driving truly hormone-independent
tumour growth, since tumour regression due to
hormone withdrawal occurs via apoptosis. While
the kinase AKT is anti-apoptotic, inactivating pro-
apoptotic proteins by phosphorylation, PTEN is a
phosphatase that blocks AKT effects so allows
apoptosis. Thus loss of functional PTEN, frequently
seen in breast and prostate cancer, is transforming
in that it decreases the ability of a cell to undergo
apoptosis, as well as in the ways previously
described. BCL2 is a survival or anti-apoptotic
factor that is not normally expressed in prostate
epithelial cells, but is frequently expressed in
hormone-independent prostate cancer. Selecting
for androgen-independent prostate cells by grow-
ing BCL2-negative cells as xenografts in castrated
mice resulted in emergence of BCL2 expression in
the xenografts that grew under these conditions.
Thus BCL2 overexpression is one pathway by
which AR can be bypassed entirely, but others are
likely to exist including those involving oncogenes
and tumour suppressor genes. For instance, a few
studies report a correlation between prostate cancer
progression and mutant forms of p53, but the
significance of this is controversial.

Finally, it is inescapable that the majority of
cancer deaths are caused by metastasis. One of the
reasons that patients with ER-negative breast can-
cers have a poorer prognosis is that these tumours
are more likely to metastasize. If we can under-
stand what enables a cancer cell to metastasize, it
should be possible to develop therapies aimed at
preventing this. Possible targets are the metastasis-
associated genes (MTAs), identified based on their
differential expression between metastasizing and
non-metastasising tumour cells. They appear to
indirectly regulate expression of E-cadherin, a cell
adhesion protein, loss of which leads to increased
metastasis. Further, this regulation appears to
involve ER itself, so loss of ER results in loss of
E-cadherin, promoting invasive behaviour. This
also raises the possibility that in ER-positive
tumours, alterations in MTA proteins could lead
to invasive behaviour (Kumar, 2003).

15.6 New developments/prospects

It seems clear that hormone-dependent cancers are
initiated largely by the same types of carcinogens

274 CE L LU LA R AND MOL ECU LAR B I O L OGY O F CANCER



as other types of cancer and thus therapies such as
chemotherapy and radiotherapy can be used with a
fair degree of success. However, since the tumours
retain hormone responsiveness at least initially, we
are also able to manipulate the tumour by manip-
ulating the hormonal environment. The recent
huge increase in hormone receptor research has led
to many exciting developments, such as the elu-
cidation of the crystal structure of the LBD and the
discovery of coactivators and corepressors, which
are accelerating the development of new therapies.

15.6.1 Endocrine therapies

It has been mentioned that many of the so-called
antagonists used in therapy today are actually
partial or mixed antagonists, which under certain
circumstances inhibit and under others activate the
receptor. Far from being undesirable this is being
exploited to develop new hormonal therapies,
termed SERMs or SARMs (selective ER/AR mod-
ulators). The effects of steroids on different target
tissues include protective effects, which physicians
would like to preserve in cancer patients. For
instance, oestrogens appear to protect against heart
disease in women—the risk of heart disease is
lower in women then in men until the menopause,
when oestrogen levels naturally decline and the
risk becomes equal. In pre-menopausal women
with breast cancer, pure antioestrogens would have
the same effect and effectively increase the risk of
heart disease. A SERM which is antioestrogenic in
breast and uterus, but oestrogenic in heart tissue
and bone, would act as therapy for breast cancer
while protecting against uterine cancer, heart dis-
ease, and osteoporosis. Pharmaceutical companies
are thus making concerted efforts to develop new
SERMS with similar activation profiles. SARMs are
also a major target of drugs companies, as anti-
androgens that reduce AR activity in prostate but
not in other target tissues such as erectile tissue and
breast adipose tissue would avert side-effects
such as impotence and gynaecomastia. Another
advantage of having a wide range of hormone
antagonists licensed for use in cancer therapy is
that when a patient relapses on treatment with one
antiandrogen or antioestrogen, switching to another
type known to act via different mechanisms may
be effective. While this is not yet routinely tried
in prostate cancer therapy, two-thirds of women
with breast cancer who developed resistance to
tamoxifen showed improvement on treatment with

the pure antioestrogen faslodex. An important
implication of this is that the ER signalling pathway
is still driving tumour growth in these women.

15.6.2 Non-endocrine therapies

Novel therapeutic targets for hormone-dependent
cancers have been identified as a result of the
research on steroid mechanisms of action. For
instance, a peptide containing an LxxLL motif
could act as a competitive inhibitor to prevent
coactivators binding to the AF2 of hormone recep-
tors and would have application in any hormone-
driven pathway. The problem here may be in
refining the system to prevent global inhibition of
hormone pathways, either by targeting or by
increasing our knowledge of receptor specificity for
different motifs. If corepressors prove to be bona
fide essential proteins for antagonist function, a tar-
geted local increase in corepressors could be used
to improve the response to antagonist therapy.
The discovery that in a subset of breast cancers,

HAT coactivators are increased has led to the
development of HAT inhibitors as possible future
therapies for hormone-resistant cancer. Conversely,
it might be expected that increasing HDAC activity
would be beneficial, by increasing repression of
target genes, but in fact the opposite appears to be
true. Breast cancer cell lines are growth-inhibited
by the HDAC inhibitor trichostatin A (TSA) and
rodent models of breast cancer have shown tumour
regression and differentiation in the presence of
HDAC inhibitors, which have the advantage of low
toxicity. HDAC inhibitors are thus currently in
clinical trials for use in breast cancer patients and
the results are encouraging. Their efficacy pre-
sumably is not linked to suppression of corepressor
activity, but to lifting inappropriate repression of
genes and promoting differentiation, as suspected
in the case of acute promyelocytic leukaemia
(Vigushin and Coombes, 2002). The fact is that it is
not at all clear by what mechanisms HDAC inhib-
itors are inhibiting APL or breast cancer, but it is
not unusual for therapies to be used successfully
for many years before how they are working
becomes clear, if indeed it ever does—tamoxifen
being a case in point.

15.6.3 Cancer prevention

As one in nine women in the United States and
United Kingdom are likely to suffer from breast
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cancer during their lifetime, prevention is a major
issue. As tamoxifen has been so effective as a
therapy for metastatic breast cancer and in
prolonging the relapse-free period, presumably by
inhibiting development of micrometastases, several
clinical trials have been initiated to evaluate its
effectiveness as a preventative agent. A trial in the
United States appeared to show a high success rate,
but was stopped early due to premature disclosure
of the results, while trials in the United Kingdom
and Italy showed little benefit (Ali and Coombes,
2002). The antioestrogen raloxifene is now being
tested with more encouraging results, and has the
added benefit of being an inhibitor of ER activity in
endometrium thus it should not increase risk of
endometrial tumours.
Currently, the major challenge in treatment of

hormone-dependent cancers is to exploit their
hormone-responsiveness for as long as possible, to
prolong the relapse-free period. This may involve
combinations of therapies, such as gonadal ablation
plus antihormone therapy. It may involve swap-
ping therapies as soon as one fails—this is becom-
ing more effective as new second-line therapies are
being developed, such as aromatase inhibitors for
breast cancer which may even be more effective
than tamoxifen treatment for postmenopausal
women. However, the ultimate goal will be to
develop effective therapies for the truly hormone-
independent stage of the disease, therapies aimed
at the new targets constantly being identified by the
research surrounding these cancers.
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CHAPTER 16

The spread of tumours

Ian Hart
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16.1 Introduction

Metastasis is ‘the transfer of disease from one organ
or part to another not directly connected with it. It
may be due to the transfer of pathogenic organisms
or to the transfer of cells, as in malignant tumours’.
This transfer of cancer cells, which underlies the
metastasis of malignant tumours, is perhaps the
fundamental problem in oncology. Surgical
removal, often combined with irradiation and
chemotherapy, frequently is successful in the
treatment of primary tumours (particularly when
initiated early in tumour development) but wide-
spread dissemination of the cancer cells often
defeats this approach to treatment. Neoplastic cell
spread is responsible for the major portion of can-
cer deaths, while the relentless and seemingly
intractable movement of a cancer from a primary
site to distant organs is a major factor in people’s
fear of neoplastic disease.

16.1.1 Pathogenesis of the process

Tumour spread is a complex process where the
eventual outcome, in terms of secondary tumour
development, depends on the result of a number of
interactions between the disseminating tumour cell
and the cells and tissues of the host. There are five
major steps involved in metastasis, though it
should be realized that the process, which is a
dynamic one, passes from one step to another

without interruption while a number of steps will
be operating concurrently. Breaking the steps into a
neat sequential series of events therefore gives a
sense that there is more apparent order to the
phenomenon than may actually be the case.

Following tumour initiation and growth of the
primary tumour mass (dealt with elsewhere in this
volume) there must be:-

(1) invasion and infiltration of cancer cells into
surrounding normal host tissue with penetration of
small vascular channels or lymphatics;
(2) release of tumour cells, either as individual cells
or as small clumps, into the lumen of the pene-
trated vessels;
(3) survival of the tumour cells in the circulation;
(4) arrest of the surviving cancer cells in the
capillary beds of distant organs; and
(5) extravasation (or movement out of the lumen of
the arresting lymphatic or blood vessel), followed
by growth, of the disseminating tumour cells at the
distant site (see Figure 16.1).

If all these steps are completed the result will be the
formation of a secondary tumour in a distant organ.

As mentioned in Chapter 1 tumours typically
have been thought not to come into existence with
all their characteristics pre-developed. This view of
cancer as being one of static populations of cells
which merely grow has been replaced by one in
which they are seen as dynamic entities where
there is a gradual acquisition of new characteristics
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as the tumour develops. This process has been
termed ‘tumour progression’ and, in general, the
trend is for tumours to go from ‘bad to worse’.
Thus, with tumour progression, there is a move-
ment towards a more aggressive behavioural pat-
tern and it has been considered that the ability to
invade and to metastasize may not be manifested
until relatively late in the course of neoplastic
development. Some of the possible difficulties and
contradictions in this view of the process of
evolution and progression are discussed later in
this chapter. However, for the present, it should be
considered that the fully malignant tumour cell,
that is, one which is able to invade and metastasize,
might differ considerably in its characteristics from
a cancer cell in its early stages of the transformation
process. Modern techniques, such as microarray
analysis of gene expression, have been able to shed
considerable light on which genes need to be
expressed in order to render tumour cells meta-
static and, as a consequence of this knowledge, the
encoded proteins provide targets, which might be
exploited to prevent the process from occurring.
Since, for the vast majority (about 80%) of tumours,
the likelihood of metastasis occurring is in direct
proportion to the size of the primary tumour mass

it may be that the propensity to spread is a con-
sequence of the gradual step-wise acquisition of
these characteristics or, alternatively, that the
stochastic nature of the process simply dictates that
the larger the number of cancer cells the greater the
random possibility that some will spread and sur-
vive to establish distant growths. We will examine
evidence for and against these possibilities at the
end of this chapter.

16.1.2 Loss of cell–cell cohesion

About 90–95% of human cancers are carcinomas,
that is, epithelial in origin (see Chapter 2), and thus
a loss of normal epithelial tissue cohesion, which
depends on cell–cell adhesion, is a pre-requisite of
cancer cell spread. To a large extent this cell–cell
cohesion of normal epithelial cells is mediated via
members of the cadherin superfamily and, in par-
ticular, by E-(for epithelial) cadherin, which is a
so-called ‘classical cadherin’. Cadherins represent a
family of transmembrane, cell–cell adhesion mole-
cules which mediate predominantly homotypic
cell–cell (i.e. between cells of the same type) inter-
actions in a calcium-dependent fashion. The highly

(a) (b) (c)

(f) (e) (d)

Figure 16.1 The spread of malignant tumours, (a) Primary tumour invades and spreads into adjacent normal tissue, eventually coming into
contact with small blood vessels or lymphatics. (b) These small vessels are penetrated by tumour cells which are releazed into the circulation. (c) In
the circulation a number of interactions occur between the releazed tumour cells and circulating host cells, such as platelets, lymphocytes, and
monocytes. (d) The passage of individual neoplastic cells or small emboli throughout the body is made possible by a number of junctions between
the lymphatics and blood vessels; few tumour cells survive this passage. (e) Those tumour cells that survive must arrest in distant organs, possibly in
mixed clumps containing both neoplastic cells and platelets or lymphocytes, breach the integrity of the vessel wall, and move out into the
surrounding normal tissues. (f) Growth of such extravasating tumour cells give rise to secondary tumour deposits (here shown growing in the liver)
and the process may be repeated.
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conserved cytoplasmic tails of the cadherins inter-
act via a series of linking intracellular proteins (a-,
b-, and g-catenin in the case of the classical cad-
herins) with the cytoskeleton (the actin filaments in
classical cadherins) thereby providing a link from
the exterior of the cell to the cellular machinery
responsible for changes in cell shape and migratory
activity. Many investigations into clinical cancer
have indicated that loss of E-cadherin protein,
primarily as detected by immunohistochemistry, is
a common finding in more aggressive/advanced
carcinomas. The conclusion is that movement of
transformed epithelial cells requires down-
regulation of E-cadherin levels or function to per-
mit the occurrence of the initial events in tumour
cell spread. This loss of cell surface-located cad-
herin may arise through a variety of mechanisms.
Thus it may relate to inactivation, via mutations in
the gene, as occurs in invasive lobular carcinoma of
the breast, or to silencing at the transcriptional level
via a mechanism such as methylation of the pro-
moter region (see Chapter 5) of the E-cadherin
gene, as occurs in colorectal cancer. Recently the
transcription factors Snail and Slug, identified ori-
ginally as playing a role in the development of
lower organisms, have been identified as direct
transcriptional repressors of E-cadherin expression;
raising the possibility that increased expression of
these transcription factors in cancer may be asso-
ciated with the loss of differentiation and acquisi-
tion of metastatic activity that follows the loss of
normal epithelial architecture. At the time of writ-
ing an extremely exciting report has just been
published which links control of the Snail tran-
scription factor to oestrogen receptor (ER) signal-
ling. The report suggests that the loss of ER, and
ER-negative breast carcinomas generally have a
poor prognosis, is associated with increased Snail
levels and concomitant down-regulation of E-
cadherin, providing a logical basis for the
increased invasion and metastasis associated with
this poorer prognosis subset of breast cancers
(Fujita et al., 2003).

16.2 Mechanisms of tumour invasion

Of the five steps outlined above as being essential
for the pathogenesis of cancer spread, two depend
on the ability of tumour cells to invade or infiltrate
into areas of normal tissue. The process of tumour
invasion has been defined as ‘a derangement in
the proper sorting of cell populations, causing a

violation of normal tissue boundaries’. In recent
years there has been considerable investigation of
two of the three proposed mechanisms of tumour
cell invasion and we now understand much
regarding the molecular basis of steps 2 and 3
below. The three general mechanisms are

(1) mechanical pressure;
(2) release of lytic enzymes; and
(3) the increased motility of tumour cells either as
individual cells or as small clumps.

Interestingly, while it has been steps 2 and 3 that
have received the most experimental investigation
it quite probably is mechanism 1, which accounts
for a large amount of the observed invasion by
carcinomas. Process 1 though is difficult to analyse
in the reductionist way that forms the backbone of
most experimental investigations. The absence of
appropriate and well-defined model systems with
which to interrogate this possibility has inevitably
led to a shift in the focus of researchers which does
not necessarily reflect the primacy of the mechan-
ism in the tumours which matter, that is, those
which arise spontaneously in man.

Obviously these mechanisms are not mutually
exclusive and it is possible that in any given
tumour a combination of all three processes may be
involved in mediating invasion with the relative
importance of each process varying both according
to tumour type and to the anatomical location in
the tumour-bearing host where the invasion is
occurring.

As covered elsewhere in this volume (Chapter 1)
neoplastic cells are characterized by their unregu-
lated proliferation and this proliferation within a
confined tumour mass may build up pressure
which forces sheets, or fingers, of tumour cells
along lines of least mechanical resistance in the
surrounding tissue. This process may be analogous
to the way that plants force their roots through the
soil. According to this hypothesis invasion simply
is a direct consequence of uncontrolled growth
causing pressure from the growing tumour mass.
The fact that the expansion of the tumour blocks or
occludes local blood vessels and lymphatics and
leads to local normal tissue death, with a concom-
itant reduction in mechanical resistance, further
facilitates the process. It certainly is true that the
gross appearance of many malignant tumours
conforms to this concept, with finger-like projec-
tions of contiguous cords of tumour cells emanat-
ing from the main cancer mass. It also is true,
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however, that there are many observations, both
experimental and clinical, which cannot be
explained solely by this hypothesis. For example,
some highly invasive tumours grow more slowly
than their benign counterparts; this would not be
expected were pressure building up from increased
individual cell proliferation the sole requisite for
invasive behaviour. Equally, serial histological
sections, which take in isolated individual tumour
cells or small clumps of invading cells and then
track back to the main tumour mass, often reveal no
connection of these isolated neoplastic cells with
the main neoplasm; it is difficult to explain how
such cells could have got to such a position without
the involvement of active amoeboid movement on
their part. Finally, cancer cells can often invade and
penetrate loose tissue, or even infiltrate from the
surface of the tissue, where it would not seem
possible to build up any pressure effect. Thus
mechanisms 2 and 3 have to be invoked to explain
how many invading cancer cells have accomp-
lished this infiltrative process.

As stated above there has been considerable
work on these possible driving forces behind
tumour cell invasion and the rather basic summary
given here is expanded on by some excellent
reviews listed in the references and further reading
section at the end of this chapter. Normal host
tissue adjacent to areas of tumour invasion fre-
quently is severely disrupted and shows consider-
able amounts of lytic damage. Since many animal
and human tumours have higher levels of pro-
teases and collagenases (enzymes capable of
digesting proteins and extracellular matrix com-
ponents such as the collagens) than do their normal
counterpart tissues, the concept has arisen that
malignant tumours produce and secrete lytic
enzymes capable of degrading normal tissue.
Even now, after years of investigation, there are
difficulties involved in establishing the precise
molecular mechanisms that lie behind such
correlations between malignant behaviour and
increased proteolytic enzyme activity, which have
been established by biochemical analysis. Direct
sampling of tissue (biopsy) actually can induce
damage in the sampled tissue which in itself may
give rise to the observed elevated levels of enzyme
activity. Moreover, tumours are not composed
solely of neoplastic cells but instead contain both
neoplastic cells and infiltrating normal stromal cells
(indeed some tumours apparently may contain
more normal cells and normal tissue than they

contain neoplastic cells). Many of these infiltrating
cells, such as the monocytes and polymorpho-
nuclear leucocytes, contain high levels of exactly
those enzymes thought to be involved in tissue
degradation (they may well use these enzymes to
facilitate their own invasive abilities) such that it is
their presence which contributes to the lytic activity
determined by direct sampling. Using combina-
tions of in situ hybridization, to determine mRNA
production, and immunohistochemistry, to localize
protein, it has become apparent that the tumour
cells themselves may have a direct influence on
surrounding or juxtaposed normal cells, causing
them to elaborate the tissue-degrading enzymes
which cause tissue damage and promote tumour
cell invasion. Thus the majority of the proteases
which complex at the invasive front of a tumour
may not be contributed by the invading carcinoma
cells themselves but are contributed by the stromal
cells, such as fibroblasts, inflammatory cells, and
endothelial cells, whose production of these
enzymes is under the control of various soluble
mediators produced by the carcinoma cells them-
selves. Interestingly some of these matrix-
degrading enzymes may not only play a role in
breaking down the proteins of the extracellular
matrix, thereby allowing the penetration of invad-
ing cancer cells, but they also can influence tumour
cell proliferation. They do this by releasing growth
factors, which have been sequestered within the
extracellular matrix (ECM), which can then act in
a paracrine fashion on those tumour cells which
express the cognate receptor for such growth-
stimulating molecules.
There are numerous reports in the clinical liter-

ature where correlations have been established
between the amounts of proteolytic enzymes
detected in cancer samples and increased tumour
progression, that is, those cancers where the high-
est levels of enzymatic activity have been deter-
mined frequently have the worst prognosis or
outlook. However, the central portions of many
large tumours often are necrotic and it may be that
the death of cells in these areas releases enzymes;
these show up in the measurements made but they
may have no direct involvement in determining the
actual invasive behaviour which occurs in the
viable, peripheral rim of the tumour. For these
reasons perhaps the most compelling evidence on
the role of proteolytic enzymes in tumour invasion
has come from experimental studies. Here it has
proved possible to modulate enzyme production
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by tumour cells grown in tissue culture, either
up- or down-regulated, and to correlate this capa-
city with the subsequent invasive behaviour of the
cells in in vitro analyses or in vivo after trans-
plantation into animals. However, the problemwith
such analyses is, as discussed above, that in the
natural situation the tumour cells may not be the
source of these enzymes and that the model
systems are simplified to such an extent that they
fail to take into account the complex cellular inter-
actions that inevitably occur in a growing tumour
mass. Thus these enzymes play a fundamental
role in the process of angiogenesis (covered in
Chapter 17), in part by facilitating the invasion and
penetration of endothelial cells (a process very
analogous to tumour cell invasion) and in part by
causing the liberation of pro-angiogenic molecules
which have been sequestered by the ECM. It may
be that their role in facilitating tumour neovascu-
larization through empowering normal endothelial
cells to invade is what may enhance metastatic
spread and not through a direct tumour-mediated
effect that would be detected by the in vitro cell
based approaches. For these reasons the supple-
mentary information which has been derived from
‘knock-out’ mice (see Chapter 19) has been particu-
larly useful. In general tumours growing in mice
where the individual genes for members of the
various protease families have been knocked out or
eliminated are less aggressive than those growing
in the control, wild-type mice. Such tumours in the
knockout mice seem to have a reduced capacity to
invade and metastasize. Again though caution
should be exercised in the interpretation of such
results which, at face value, appear to support an
unequivocal role for proteases in mediating tumour
invasion. This is because, as already emphasized,
the proteases may have multiple roles to play in the
pathogenesis of tumour growth as well as in
regulating invasive behaviour. Reduced invasive
and metastatic capacity may just be a reflection of
reduced tumour size.
Notwithstanding these reservations the case for

the involvement of proteolytic enzymes in tumour
invasion is a compelling one and considerable
effort has been made to develop synthetic enzyme
inhibitors, which can block this enzymatic activity
and thereby block the invasive behaviour of
tumour cells. That clinical studies using such inhib-
itors have met with such limited success should
not be taken as evidence that the postulated
involvement of the targeted enzymes in invasion is

incorrect. The proteases are not released diffusely
into the extracellular milieu but, instead, may be
focused at sites of tumour cell-extracellular matrix
attachment, often by an interaction with members
of the integrin family of adhesion receptors (see
later), and getting the inhibitors to such protected
sites of activity may be a particularly difficult
proposition.

It is apparent that tissues vary considerably in
their ability to withstand tumour invasion. Thus
tumours rarely penetrate the walls of arteries,
arterioles, or even the larger veins while they
readily invade the walls of capillaries and lym-
phatics. Such resistance is thought to be due, in
part, to greater mechanical strength of the larger
vessels but there also is the suggestion that certain
of those tissues which are resistant to invasion,
such as cartilage or the elastic fibres surrounding
the larger blood vessels, do so as a consequence of
the release of cell-produced factors that inhibit
proteases. These factors bind, in a one to one
stoichiometric fashion, to both inactive and active
proteolytic enzymes and thereby inhibit their
capacity to initiate proteolytic degradation.

The probable involvement of active tumour cell
motility in the process of cancer invasion seems
equally likely at an intuitive level yet has proven
just as difficult to establish unequivocally. Thus the
finding of individual tumour cells, or small clumps
of tumour cells, which are separate from and have
no obvious connection with the main tumour mass,
has been taken as a certain indication of individual
tumour cell motility. Cinematography has been
used to show that cancer cells in the body are, as
they are in tissue culture, capable of active move-
ment and migration. Moreover blocking the cells’
motility machinery (either by controlled regulation
of gene expression or by pharmacological inhibi-
tion) in experimental systems can lead to the
inhibition of tumour spread. It seems highly likely
therefore that the ability of neoplastic cells to move
through normal tissues involves at least some
component of active locomotion. A possible criti-
cism of the data in the literature is that most of the
studies which have been conducted on the active
motility of tumour cells have been undertaken
within the 2D constraints of the tissue culture dish.
However, recently more relevant 3D models have
become available which also have shown that
cancer cells manifest a number of migratory and
invasive mechanisms and, moreover, that they can
shift from one to another of these mechanisms
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during the process of invasion should specific
pathways be blocked. How tumour cells interact
with the extracellular matrix largely is through the
members of the integrin family of cell surface
receptors. These heterodimeric glycoproteins,
composed of non-covalently associated a and b
subunits, not only mediate attachment to the vari-
ous extracellular matrix component ligands but also
serve as transducing molecules, capable of evoking
changes in gene expression as a consequence of
such attachment; so-called ‘outside-in’ signalling.
Conversely, by activating or de-activating these
molecules (‘inside-out’ signalling), the integrin-
expressing cell is able to rapidly modulate and
control adhesive and de-adhesive activity which is
such an important component of cellular motility.
While the situation is far from clear-cut there is a
suggestion that, in carcinomas, there is a general
down-regulation of integrin levels with increasing
malignancy though there is considerable evidence
that an increase in one particular integrin hetero-
dimer, a6b4, may be associated with an increased
migratory activity in a range of tumour types.

16.3 Dissemination of tumour cells via
the lymphatics or the blood vessels

Once a tumour cell enters the lumen of a lymphatic
or a blood vessel it can either remain there, at the
site of penetration, and grow with the consequent
occlusion of that vessel or individual cancer cells
or small clumps (emboli) of cells may be released
and carried away in the lymph or the blood. The
release of individual cells or small emboli within
the circulation may be attributable to the less strong
cohesion that malignant cancer cells exhibit to each
other (see earlier in this chapter).

It is a common clinical observation that carcino-
mas, which are epithelial in origin, generally
spread initially via the lymphatic system while
the sarcomas, which are of mesenchymal origin,
appear to spread via the haematogenous route.
This may be an arbitrary division. There are con-
nections between the lymphatics and the blood
vessels and experimental analyses, using radio-
labelled circulating tumour cells, have shown that
such cancer cells are capable of moving between
these two systems. This is either through direct
veno-lymphatic communications (anastomoses) or
from the lymphatics through the thoracic duct,
which then empties into the jugular vein and the
venous circulation.

It is known that the newly developed blood
vessels which form during the process of tumour
angiogenesis are irregular and chaotic in their
structure and have vessel walls which contain
widened interendothelial junctions and defective
basement membranes that permit the easier access
of tumour cells into the circulation. Once entered
into the vessel lumen the disseminating cancer cell
encounters sluggish, non-laminar blood flow,
which is conducive to tumour cell survival. All
these features might explain why the numbers of
new blood vessels within a tumour frequently have
been shown to serve as prognostic indicators, that
is, the greater the number of new blood vessels
within or adjacent to a tumour the more likely it
is that metastasis will occur.
The situation with regard to the penetration of

lymphatic vessels (probably easier to access
because apart from the lack of a continuous base-
ment membrane, poor interendothelial junctions
and frequent gaps which they share with new
tumour capillaries, they also lack a surrounding
layer of pericytes), is much less clear-cut. For many
carcinomas the patterns of metastatic spread follow
natural drainage routes of afferent lymphatics with
sentinel lymph nodes, which are the first to receive
drainage, often being preferentially colonized by
malignant cells. What is still not clear is whether
this represents invasion into a pre-existent lymph-
atic system, which may be more dense in epithelial
tissues, or whether it is the consequence of de novo
formation of lymphatic capillaries (lymphangio-
genesis). A few years ago most pathologists would
have said that lymphatics did not occur within
tumour tissue and this, in part, was one contribut-
ing reason for the increased hydrostatic pressure
observed within many tumour masses. In part this
failure to identify lymphatic vessels within
tumours might be attributable to a lack of specific
immuno-histochemical markers (a similar situation
had existed with regard to tumour blood vessels up
to the early 1990s). Recently though the develop-
ment of reagents which recognize specific markers
of lymphatic endothelium has facilitated the
detection of lymphatic vessels both around and
within the periphery of tumours. Early results
using these reagents appear to be indicative of the
occurrence of lymphangiogenesis in a range of
cancer types. These dilated and engorged lym-
phatics, which often are observed around the
tumour/stroma interface and which may occa-
sionally penetrate the tumour rim, appear to be
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a consequence of expression of a specific lym-
phangiogenic factor (a particular member of
the VEGF family which has been known to be the
major growth factor family involved in stimulating
angiogenic development). Enhanced expression of
this VEGF member (VEGF-C) has been associated
with increased tumour spread in both experimental
studies and clinical analyses.
Also from both clinical observations and experi-

mental studies it is known that the mere presence
of neoplastic cells within either circulatory system
(i.e. blood or lymph) does not necessarily constitute
metastasis. Cells in these fluids may not survive
to establish a distant tumour. Refinements in
molecular biology and immunohistochemistry
have been able to demonstrate that blood and bone
marrow samples taken from cancer patients often
contain disseminating cancer cells. However, the
process of metastasis is an inefficient one with most
of the cells which are released into the circulation
dying without forming a metastatic deposit. Much
of this death may be attributable to non-specific
factors, such as turbulence, or it may be a con-
sequence of specific immuno-mediated destruction
of the circulating cancer cells. As will be discussed
below, the way the body potentially reacts to
tumour cells in the circulation may be ‘double-
edged’. Thus aggregation, either with other tumour
cells or with host cells such as lymphocytes and
platelets, may result in the formation of larger
heterotypic emboli, which are more easily filtered
out in arresting capillary beds. Moreover this
aggregation into clumps with non-neoplastic cells
may provide a protective outer layer, which pre-
vents damage to the central tumour cells and
thereby protects them from both turbulence and
immune attack.
In order to leave the circulation tumour cells

must be arrested and must implant in the capillary
bed of a distant organ or lymph node. Generally
circulating tumour cells do not adhere to the walls
of the large vessels where, presumably, blood flow
is sufficiently vigorous to sweep them away but
instead attach to the walls of the narrower capil-
laries in the capillary bed. This arrest may be non-
specific, as in the case of the large emboli, or it may
represent an active process. It has been shown
experimentally that tumour cells, like platelets,
generally do not adhere to intact non-activated
endothelium but rather they attach preferentially
to exposed basement membrane. Tissue culture
studies have suggested that the tumour cells

themselves stimulate endothelial cell retraction and
loss (though the shedding of endothelial cells from
blood vessel walls is a normal physiological pro-
cess) and cause exposure of the underlying base-
ment membrane. This endothelial damage leads to
tumour cell and platelet adherence and tumour
cell/platelet clumps may attach passively to such
areas of endothelial retraction. Equally it also has
become apparent that there are selective interac-
tions between endothelial cells and tumour cells
which are regulated by specific receptor/ligand
interactions and which, if appropriate changes
occur in the endothelial cells, can lead to the direct
interaction of tumour cells with intact endothelium.

For example, it is known that leucocyte extra-
vasation at sites of inflammation is controlled by
upregulation of adhesion receptors on activated
endothelium in response to inflammatory cyto-
kines. These receptors bind specific molecules,
members of the selectin and integrin family of
attachment proteins, expressed by the leucocytes
and mediate trans-endothelial movement. Inter-
estingly many tumour cells express and secrete
precisely the inflammatory cytokines known to
activate endothelium and they already express the
specific receptors for the up-regulated molecules at
their cell surface. The possibility exists, therefore,
that the tumour cells simply mimic the mechanisms
used by normal cells to extravasate at distant sites
and utilize most of the same molecules to achieve
these ends.

16.4 Patterns of metastatic spread

Certain tumours frequently metastasize to parti-
cular organs. Thus, for example, neuroblastomas
most commonly spread to the liver whereas
osteosarcomas normally give rise to pulmonary
metastases. The reasons for this organ selectivity of
colonization are unknown but three general hypo-
theses have been proposed to explain the phe-
nomenon. In the first hypothesis, the so-called
mechanistic theory, the eventual site of metasatic
development is held to be a consequence solely of
the anatomical location of the primary tumour. In
other words the number of viable tumour cells
delivered to the capillary bed of the first organ
encountered is due simply to the pattern of blood
flow. Thus venous blood flow from the large bowel
goes to the liver through the portal veins and,
probably as a consequence of this, the liver there-
fore is the commonest site for secondary deposits
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from bowel tumours. Although this frequently
invoked explanation undoubtedly is true for many
tumours it does not explain all patterns of cancer
spread. For example, muscle is well vascularized
and the kidney receives up to 25% of cardiac blood
output yet both these organs are involved infre-
quently in metastasis formation. The second
hypothesis or concept which has gained much
currency in recent years has been based to a large
extent upon particularly clever experiments using
Phage display peptide libraries injected intrave-
nously into mouse and human recipients. These
studies have revealed that the endothelium of
blood vessels in specific tissue or organs is able to
recognize specific peptide sequences expressed by
particular phage. The obvious inference is that the
endothelial cells express specific receptors which
bind to specific ligands (represented by the peptide
sequences expressed by the phage) and that there
are, therefore, potential differences between organ
endothelia in their capacity to bind circulating
agents. While this phenomenon is now being
examined as a means of exploiting selective organ
delivery of drugs it also is possible that these
characteristics could play a role in determining the
arrest of circulating tumour cells in specific sites.
There has been further support for such a possib-
ility from recent related observations. Like many
leucocytes which are involved in selective targeting
to particular organs some tumour cells express at
their cell surface so-called ‘chemokine receptors’
which respond to cytokines responsible for stimu-
lating directional motility (chemokines) of target
leucocytes. It is believed that an increased expres-
sion of these chemokines in particular organs may
lead to the selective extravasation of arrested
tumour cells, expressing the appropriate chemo-
kine receptor, at those sites and work has estab-
lished a correlation between those organs which
produce the appropriate chemokine and their pro-
pensity to be involved with metastatic deposits.

The third hypothesis, suggested approximately
150 years ago by Stephen Paget, is the so-called
‘seed and soil’ hypothesis. Here it was held that the
provision of a fertile environment (the soil) in
which compatible tumour cells (the seed) could
grow was the determining factor in deciding pat-
terns of metastatic spread. Failure of an organ to
support metastatic growth was not a consequence
of the failure of disseminating cells to reach that
site but was a reflection of the inability of that organ
to provide a favourable environment for growth;

a situation akin to ‘seed falling on stony ground’.
There is a remarkable clinical study which supports
this contention. Some patients with ovarian cancer
have extensive accumulation of fluid in the peri-
toneal cavity (ascites). To relieve this considerable
volume of fluid, which causes marked distress and
discomfort, it is necessary to withdraw this fluid.
However, repeated withdrawal is an unpleasant
procedure and it has proved possible in such
patients to insert an artificial shunt from the
abdomen directly into the jugular vein. Fluid is
thus returned continuously to the venous circula-
tion and the uncomfortable build up of ascites is
avoided. It was shown that huge numbers of viable
tumour cells were contained within this ascitic
fluid and returning them to the jugular veins meant
that the first capillary bed encountered was that
located in the lungs. In spite of this many patients,
who survived this treatment for a number of weeks
or more, showed no evidence of pulmonary meta-
stasis; even though many millions of viable tumour
cells must have passed into their lungs. According
to the mechanistic theory of metastasis develop-
ment circulating tumour cells should have been
filtered out in the lung capillary bed. There has to
be some factor which has contributed to this lack of
pulmonary metastasis. It could be that the lung
lacks the requisite chemokine to stimulate chemo-
kine receptor-mediated motility, that local growth
factor production was insufficient or inadequate to
support ovarian cancer growth or any other of a
number of factors. What it does demonstrate
though is that simple tumour cell delivery cannot,
on its own, account for all selective patterns of
metastatic development.

16.5 The role of the immune system in
modulating metastasis

It must be that any influence of the immune system
on cancer metastasis occurs after there has been the
existence of potentially immunogenic material, in
the form of the primary tumour growth, which
might be expected to prime the host. Therefore it
might be thought that if the immune response
against human cancerwas in anyway to be effective
it would particularly be so in determining the
elimination of individual cells or small clumps of
circulating cancer cells. The role of the immune
system in cancer is dealt with in detail elsewhere in
this volume (Chapter 20) and it is not the purpose
of this section to review this facet of tumour
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biology. Paradoxically though the immune system
does not always exert an inhibitory effect on
metastatic development but may act as a ‘double
edged sword’. Thus the aggregation of lympho-
cytes with circulating tumour cells may increase
the size of emboli, thereby assisting their arrest and
lodgement in capillary beds as already discussed.
Moreover lymphocytes are capable of inducing
angiogenesis, which may actually facilitate the
provision of nutrients and allow the proliferation of
such arrested tumour cells. The issue of the role of
the immune system in modulating metastatic
spread is complicated by the fact that the majority
of direct investigations into this topic have, of
necessity, utilized rodent tumour lines. The relev-
ance of these systems to the human situation is
questionable and even though our molecular
understanding of the basis of tumour cell/T-cell
interactions has been made much clearer at
the molecular level in the past decade the way
that this actually impinges on the spread of
naturally occurring tumours still remains largely
unknown.

16.6 Tumour cell heterogeneity and
the search for metastasis genes

All neoplastic cells in a single tumour are not
identical. Instead they exhibit a range of different
characters (phenotype) among which may be the
capacity to invade and metastasize. It has been
widely accepted, until now, that this acquisition of
metastatic ability is a late event in the course of
tumour progression. Indeed it was just this view
that gave rise to the single most important experi-
ment to have been conducted in metastasis research
in the last century. Pondering on the possibility
that, since metastasis is an inefficient process, the
few cells which do survive to establish metastatic
foci do so because they possess characteristics
which are different from those of the majority of
cancer cells, Fidler and Kripke set out in the mid-
1970s to determine if there was a pre-existent
metastatic subpopulation of tumour cells. They
adapted the Luria–Delbruck fluctuation analysis,
used to demonstrate the pre-existence rather
than adaptation of resistant bacteria, to investigate
metastatic potential of murine tumour cells. Thus
an heterogeneous population of tumour cells was
split into two; one half was used to derive a series of
clones, each derived from a single cell, while the
other half was divided into a series of aliquots

representing fractions of the bulk population.
Matched numbers of cells from the single-cell-
derived clones or the multi-cell-derived aliquots
were then injected intravenously into cohorts of
identical (syngeneic) mice. At a set time after
tumour cell injection the groups of mice were killed
and the numbers of tumour nodules in the lung
were enumerated. This simple experimental model
of metastasis showed that the different groups of
mice injected with the multi-cell-derived aliquots
all had very comparable numbers of lung tumour
growths. In marked contrast the lung tumour bur-
den of the groups of mice injected with identical
numbers of cells from the single-cell-derived clones
varied enormously. Whereas some clones gave rise
to only one or two lung nodules other clones gave
rise to literally hundreds for the input of the same
number of cells. Subcloning experiments showed
that the clones ‘bred true’; that is low metastatic
potential clones remained low and high metastatic
potential clones remained high, indicating a herit-
able basis to this ability to develop into secondary
tumours. This classic experiment produced a
paradigm-shift in the way that cancer researchers
thought about the process of metastasis and set up
the search for genes specifically involved in regu-
lating the process of metastasis. To do this they
were, for the first time, able to compare matched
populations of high- and low-metastatic capacity
tumour cells without resorting to the difficulty of
comparing unrelated tumour types.

With the advent of microarray technology this
approach has proven possible to apply to clinical
samples and it is the results from these microarray
studies that have engendered renewed debate
about the established view of tumour progression.
Thus microarrays, with their capacity to interrogate
changes in the expression of large numbers of
genes in a single experiment, have shown that
the gene-expression patterns of metastases may be
markedly similar to the primary tumour from
which they were derived. This suggests that the
major cell population in the primary tumour is
almost identical to the cells in the metastases; not
what would be expected if metastatic ability had
been acquired late in the course of tumour pro-
gression and then by only a few cancer cells. Sec-
ond, using this technology, it has proved possible
to determine, with a high degree of accuracy,
whether clinical tumours will remain localized or
whether they will spread simply by profiling the
primary tumour mass; a result which suggests
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that the characteristics which determine metastatic
spread are acquired relatively early in tumorigen-
esis. A major practical consideration of these stud-
ies is that they ‘support the emerging notion that
the clinical outcome of individuals with cancer can
be predicted using the gene-expression profiles of
primary tumours at diagnosis’; a possibility which
could revolutionize the individual approach to
cancer therapy.

The implication of these and other results then is
threefold:

(1) That the tendency of a tumour to metastasize is
pre-determined by a spectrum of mutations which
is acquired relatively early in the course of tumor-
igenesis; that is, that particular mechanisms of
transformation confer the ability to form distant
metastases as opposed to a selection process per se
allowing the emergence of minor populations.
(2) That, in general, the genes which are changed
are those which already are suspected of having a
role in tumorigenesis; that is, the known oncogenes
and tumour suppressor genes. The implication
being that genes which are involved specifically
and exclusively in orchestrating metastasis do not
exist or are few.
(3) That even relatively small primary tumours
may have the capacity to metastasize because of
this early acquisition of regulating genetic events; a
concept which, as discussed, holds considerable
implications for future therapy.

Certainly there are additional elements, apart
from just the microarray data, which support this
revised view of tumour progression. For example,
the ability of primary tumours to spread early
is exemplified by primary tumours of unknown
origin. This is where the presenting tumour is
a secondary deposit and the primary mass is so
small that nothing short of a complete histological
analysis of the entire body can reveal its location.
It does, however, tend to ignore other features/
results which do not necessarily sit entirely com-
fortably with this revised view of tumour progres-
sion. Thus the search for genes which are involved
in regulatingmetastasis, sought as a consequence of
the Fidler and Kripke experiment, has been suc-
cessful and has thrown up genes whose differential
expression, originally determined in selected rodent
tumours, has stood the test of transition to the clin-
ical situation. Metastasis-associated genes (MTAs)
constitute a novel gene family, the founding mem-
ber of which, MTA1, originally was identified as a

differentially expressed gene in metastatic rat
tumours, which seem to function as part of a com-
plex which forms a repressive chromatin state. One
of the downstream targets of the MTAs is the tran-
scription factor Snail whose effect on the cell–cell
adhesionmolecule E-cadherin, and thus its effect on
tumour dissemination, already has been discussed.
Interestingly this family of genes does not occur in
the relatively small number of genes characterized
as representing the molecular signature of meta-
stasis in the tumours thus far characterized. Was it
just that the sub-group of tumours in which these
genes play an important role in determining meta-
stasis were not included in the analysis? It seems
likely that further and more extensive microarray
experiments will clarify these and other points and
will enhance our understanding of the nature of
metastatic spread. Irrespective of whether the abil-
ity to metastasize is a characteristic of only a small
sub-set of cells or whether it is inherent in major
cellular constituents of small primary tumours is
clear that variations in gene expression lie at the
heart of the ability of a malignant tumour to spread.
Functional analyses of the signature genes identified
by microarray analysis should determine what, if
any, role they play in the metastatic cascade and
could lead eventually to targeting novel therapeutic
targets aimed at preventing this most devastating
aspect of oncological disease.
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17.1 Introduction

It is now some 20 years since it became widely
appreciated that the growth of solid tumours
requires a functional vasculature and that dis-
ruption of this functional vasculature could lead
to novel anti-cancer therapies. This has led to the
development of many anti-angiogenic drugs, the
first of which are now completing clinical trial.
The purpose of this chapter is to review our
current understanding of tumour angiogenesis
and what the prospects are for anti-angiogenic
therapies.

17.1.1 Angiogenesis

Solid neoplasms, including epithelial cancers,
require the formation of a supporting stroma and
vascular supply if they are to grow beyond the
size of 1–2 mm (Figure 17.1). Epithelial cancers
induce the formation of stroma, which is a
complex extracellular matrix (ECM) rich tissue
that comprises three main components. These

include newly formed blood vessels (which sup-
ply the tumour with nutrients and also provide a
means for gas exchange and waste disposal),
activated fibroblasts, and inflammatory infiltrates
such as lymphocytes and macrophages, and a
complex network of matrix proteins (Figure 17.1)
(Dvorak, 1986).
Angiogenesis involves the formation of new

capillary microvessels from pre-existing parent
vessels. This process is extensive during embryonic
development, but restricted in normal adults,
occurring only during the female reproductive
cycle, wound healing, and in certain disease states
such as psoriasis, diabetic retinopathy, and cancer
(Gerwins et al., 2000). In the developing embryo,
two distinct processes give rise to the embryonic
vascular network: vasculogenesis and angiogen-
esis. Vasculogenesis gives rise to the embryonic
blood vessels such as the heart and the first prim-
itive vascular plexus, while angiogenesis is respons-
ible for subsequent remodelling and expansion of
the network (Asahara et al., 1997; Patan, 2000).
Under normal conditions, endothelial cells (ECs)
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seldom divide. However, during angiogenesis,
quiescent ECs of the post-capillary and small ter-
minal venules are stimulated by a variety of cyto-
kines and growth factors to begin a cascade of
events leading to the formation of new vessels.
These include proteolytic degradation of the base-
ment membrane, an event closely followed by EC
proliferation, directed migration, and differenti-
ation, giving rise to the formation of a lumen or
sprout. Newly formed sprouts anastomose with
one another, as well as with pre-existing vessels to
form a hollow tube through which blood flow starts
(Yancopoulos et al., 2000). The newly formed
endothelial vessels have been shown to lack cellu-
lar differentiation and to have a markedly different
morphology from normal vessels. They acquire
support from pericytes and a basement membrane,
although this is often incomplete, resulting in leaky
blood vessels from which protein macromolecules
extravasate into the surrounding stroma (Molema
et al., 1998). They also undergo alterations in their
cell surface expression of adhesion molecules,
receptors, and other proteins, characteristically
expressing unique antigenic markers such as the
VEGF (vascular endothelial growth factor receptor)
receptors, integrins such as avb3 (Hynes, 2002),
Delta-4 (Shima and Mailhos, 2000), and the recently
discovered EC-specific magic roundabout protein
(Huminiecki and Bicknell, 2000; Huminiecki et al.,
2002; Suchting et al., 2005).

While angiogenesis is believed to result
exclusively from the proliferation, migration, and
remodelling of fully differentiated ECs, vasculo-
genesis refers to the formation of embryonic
blood vessels from EC progenitors or angioblasts
(Yancopoulos et al., 1998). However, in a study by
Asahara et al. (1997) isolated human EC progen-
itors from peripheral blood, were capable of dif-
ferentiating into mature ECs both in in vitro and
in vivo experiments, incorporating into sites of
active angiogenesis. Later studies showed that
circulating EC progenitors were mobilized in
response to tissue ischaemia or cytokine therapy,
thereby augmenting neovascularization of isch-
aemic tissues (Takahashi et al., 1999). These find-
ings imply that post-natal vascularization
(angiogenesis) does not rely exclusively on
sprouting from pre-existing blood vessels. Instead
bone marrow derived EC progenitors may also
contribute to angiogenesis (Asahara et al., 1997;
Asahara et al., 1999; Takahashi et al., 1999). Studies
by Lyden et al. (2001), have also confirmed that
endothelial progenitor cells arising in the bone
marrow are active in tumour angiogenesis and are
significant contributors to tumour vasculature.
These findings arose from work in which it was
found that adult mice that expressed reduced
levels of the transcription factor Id were unable to
support tumour angiogenesis (Lyden et al., 1999).
The Id proteins interact with other transcription
factors to modulate cellular differentiation in early
foetal development. It was subsequently shown
that transplantation of b-galactosidase expressing
wild type bone marrow into lethally irradiated
Id-mutant mice was sufficient to restore vascular-
ization of implanted tumours (Lyden et al., 2001).
If tumours are achieving substantial vasculariza-
tion by recruitment of circulating endothelial pro-
genitors this has profound implications for the
development of new strategies to block tumour
angiogenesis.

17.1.2 The tumour stromal compartment

Neovascularization is accompanied by the
formation of a supporting stromal network in
tumour lesions, which often makes up between 20
and 50% of the mass of a solid tumour (Figure 17.1).
Depending on the type of neoplasm, the amount
and composition of the stroma varies and in some
cancers may contribute to more than 90% of the
mass of the tumour (Niedermeyer et al., 1997). The

Malignant
epithelium

Tumour
endothelium

Stroma

Figure 17.1 Epithelial tumours are comprised of malignant
epithelium and stroma. The stroma includes tumour endothelium,
activated fibroblasts, inflammatory infiltrates, and matrix proteins.
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ECM of tumour stroma comprises fibres including
collagen and elastin, a fibrin gel matrix, and gly-
coproteins such as fibronectin. Activated fibro-
blasts synthesize and secrete many of these ECM
proteins, in addition to a variety of proteolytic
enzymes and their inhibitors, which exert control
over the composition and renewal of the ECM. The
formation of the tumour stromal compartment
closely resembles that of granulation tissue in
wound healing (Pupa et al., 2002). Stromal break-
down has been associated with malignant growth,
with metastasis resulting from the degradation of
basement membranes, and the ECM of tumours
by proteolytic enzymes such as collagenases, and
other metallo- and serine-proteases. Fibroblasts, in
addition to macrophages and mast cells, appear to
be involved in the synthesis and regulation of
these enzymes. Studies indicate that malignant
tumour cells release factors that stimulate fibro-
blasts to synthesize enzymes, suggesting a close
cooperation between the tumour and stromal cells
in the regulation of proteolysis (Liotta and Kohn,
2001).

Activated stromal fibroblasts are involved in a
number of physiological processes, including des-
moplastic reactions during neoplasia, fibromatoses
(non-malignant fibroblastic transformations),
wound healing (e.g. burns, scleroderma), and cir-
rhosis (Dvorak, 1986). In these situations, active
fibroblasts grow abnormally but are not trans-
formed, showing characteristic patterns of gene
expression not observed in resting fibrocytes
(Liotta and Kohn, 2001). They also characteristically
induce the formation of fibroblast activation pro-
tein (FAP), a cell surface bound member of the
serine protease gene family. The FAP antigen is an
attractive antigenic target because it has broad
applicability to several common and as yet poorly-
treatable cancer types, and it also displays a
restricted expression in normal tissue, shown by
detailed immunohistochemical analyses (Garin-
Chesa et al., 1990; Tahtis et al., 2003).

17.2 Factors affecting growth
of new vessels

Angiogenesis is under stringent control and
appears to occur as a result of the complex inter-
play of a myriad of soluble and insoluble factors
that regulate the growth and differentiation of ECs
(Bikfalvi and Bicknell, 2002). Some of the most well
recognized soluble stimulatory factors include

VEGF and family members, acidic fibroblast
growth factor (aFGF), basic fibroblast growth fac-
tor (bFGF), platelet derived growth factor (PDGF),
thymidine phosphorylase (TP), transforming
growth factor b (TGFb), tumour necrosis factor a
(TNFa), IL-4 and IL-8. These molecules are secre-
ted by ECs, tumour cells, or by other cell types that
have been mobilized and recruited to the site of
angiogenesis, such as pericytes, macrophages,
mast cells, and platelets (Ellis et al., 2001).
Formation of a mature vascular system also
requires the coordinated signalling of various
insoluble mediators. The VEGF family stimulate
the most well-characterised angiogenic signal
transduction pathway. However, other families of
integrins and growth factors have emerged, which
also exhibit high specificity for the vascular endo-
thelium. These act independently or in concert
with the VEGF family of proteins and receptors to
influence vascular development. The time of
release and molecular mechanism of action, and
whether there is any synergy between these
molecules, still require further investigation, as
does the impact of other stimulatory forces such
as hypoxia and oxidative stress (Bikfalvi and
Bicknell, 2002).
Recently, intriguing structural parallels have

been made between the vascular and nervous sys-
tems, with an increasing collection of molecules
showing involvement in the development of both
organ systems. Two of the best examples are the
Eph/ephrin signalling pathway (discussed in
Section 17.2.3) and theNeuropilin-1 receptor (NRP1)/
Semophorin-3 ligand (Sem-3) pathway (Figure 17.2).
NRP1/Sem-3 are critical during embryonic devel-
opment, providing guidance signals for growing
axons and migrating neural crest cells (Wilkinson,
2000). The pair also integrate into the VEGF
signalling pathway, where they appear to modulate
blood vessel development (Shima andMailhos, 2000).
NRP1 is a high affinity co-receptor for VEGF-165
with simultaneous binding of VEGF-165 to NRP1
and VEGFR-2 augmenting the migratory and prolif-
erative effects observed through VEGFR-2 signalling
alone (Soker et al., 1998; Gagnon et al., 2000)
(Figure 17.2). Similarly, results suggest that members
of the Eph/ephrin family have identical roles in the
vascular and nervous systems of the developing
embryo, where they provide guidance signals which
help define organ boundaries (Wilkinson, 2000). For
example, inactivation of the EphB4 receptor or its
ligand, ephrinB2, results in loss of angiogenic
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remodelling of the primary capillary beds and as a
consequence, early embryonic death (Figure 17.2)
(Wang et al., 1998).
Finally, other signaling pathways such as the

Notch/Delta, hedgehog, sprouty, and slit/round-
about families have recently been implicated in
angiogenesis. The interested reader is referred to
Sullivan and Bicknell (2003).

17.2.1 The VEGF family of proteins
and receptors

The VEGF family of proteins and receptors are the
most well described pro-angiogenic molecules and
are critical mediators of vasculogenesis and phy-
siologic and pathogenic angiogenesis, intimately
associated with the growth of solid tumours and
the formation of metastases (Nicosia, 1998; Bikfalvi
and Bicknell, 2002). The VEGF family comprises
VEGF-A, VEGF-B, VEGF-C, VEGF-D, VEGF-E,
and placental growth factor (PIGF). All of these
molecules share amino acid sequence homology,
including eight cysteine residue motifs, and bind
to the same class of tyrosine kinase receptors
(Breier, 2000).

VEGF-A
VEGF-A is a 34–42 kDa homodimeric glycoprotein
that is considered as a prime regulator of angio-
genesis. By alternative splicing of VEGF-A mRNA
five main isoforms of 121, 145, 165, 189, or 206
amino acids arise; VEGF-A121, VEGF-A145, VEGF-
A165, VEGF-A189, and VEGF-A206, respectively
(Breier, 2000). VEGF-A is mitogenic for ECs, is a
potent inducer of vasodilation, and is responsible
for generation of blood vessels in the developing
embryo. VEGF-A mRNA is highly upregulated in
most human tumours, with tumour cells repres-
enting the main source of VEGF-A. Its expression
has been found in carcinoma of the lung, thyroid,
gastric tract, colon, kidney, bladder, ovary, and
cervix. Immunoreactivity has also been observed in
angiosarcomas, germ cell tumours, and neoplasms
of the central nervous system. However, tumour-
associated stroma is also an important site of
VEGF-A production (Ferrara and Alitalo, 1999).
VEGF potentiates its effect by binding to VEGF
receptor-1 (VEGFR-1) and VEGFR-2 tyrosine
kinases and is reportedly capable of inducing het-
erodimer formation between the two (Figure 17.2)
(Yancopoulos et al., 2000). VEGF-A is upregulated
by a variety of factors such as the Ras oncogene,

NRP1 NRP2

Sema-3
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Figure 17.2 Endothelial signalling systems. Receptor tyrosine kinases of the vascular endothelial growth factor receptor (VEGFR) family bind
different members of the VEGF family of growth factors. A secreted, soluble splice variant of Flt-1/VEGFR-1 (sFlt-1) is known. Neuropilin-1, and -2,
previously identified as receptors for samaphorins, also specifically bind members of the VEGF family of growth factors. Angiopoietins-1 to -4 are the
ligands of the Tie-2 receptor tyrosine kinase. Tie-1 is an orphan receptor. Certain members of the large Eph receptor tyrosine kinases and their
counterpart Ephrin ligands have been implicated in vascular development. Modified from Breier, G (2000) and Yancopoulos, G.D (2000).
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hypoxia, and the mutant form of p53 (Harris, 2002).
Embryos that are defective in either one (VEGF-A
þ/� ) or both (VEGF-A �/� ) VEGF-A alleles
are unable to undergo vasculogenesis, leading to
in utero death of the embryo by day 10–12. The fact
that heterozygous embryos (VEGF-A þ/� ) also
display a vasculogenic defect, illustrates that there
is a threshold level of VEGF-A expression below
which new blood vessels are unable to form
(Neufeld et al., 1999).

VEGF-B
VEGF-B is the most stable of the VEGF family
members and has two alternatively spliced iso-
forms, VEGF-B167 and VEGF-B186, which share 46%
amino acid identity with VEGF-A. VEGF-B is a
highly basic heparin binding protein that is not
readily secreted unless it is in a heterodimeric form
with VEGF-A (Olofsson et al., 1996a, b). VEGF-B is
mitogenic for ECs with evidence that it mediates its
effect through VEGFR-1 (Figure 17.2). However, the
factors that regulate VEGF-B remain undetermined
(Nicosia, 1998). The protein is expressed in over
90% of tumours and in a variety of normal organs,
with most prolific expression observed in skeletal
muscle and in the heart, suggesting that it may be
involved in the angiogenesis of these tissues
(Olofsson et al., 1996b).

VEGF-C
VEGF-C was initially isolated as a high affinity
ligand for VEGFR-3, but has also been shown to
exert its effect via VEGFR-2 (Figure 17.2). VEGF-C
is produced as a propeptide that is proteolytically
processed into a mature 21 kDa form that shares
approximately 30% homology with VEGF-A.
VEGF-C enhances vessel hyperpermeability and
inducesmigration andproliferation of ECs (Nicosia,
1998). The high expression of VEGF-C in lymphatic
vessels of the developing mouse embryo and
studies with avian chorioallantoic membrane and
transgenic mice suggests a specific role in lym-
phangiogenesis. In non-neoplastic adult tissue,
restricted VEGF-C expression has been observed,
while 50% of tumours show elevated levels of
VEGF-C, including a number of prostatic, lung, and
renal cell carcinomas (Kukk et al., 1996).

VEGF-D
VEGF-D is a recently identified member of the
VEGF family, signalling via VEGFR-2 and VEGFR-3
(Figure 17.2). The primary structure of VEGF-D

most closely resembles VEGF-C, the two molecules
sharing 48% amino acid homology (Achen et al.,
1998). VEGF-D stimulates EC proliferation follow-
ing induction by the transcriptional regulator FOS.
Prolific expression of VEGF-D is observed during
foetal lung development, and in adults its expres-
sion is restricted to the heart, lung, intestine, and
skeletal muscle (Nicosia, 1998).

VEGF Receptors
Three receptors for the VEGF family proteins have
been characterized; VEGFR-1 (Flt-1), VEGFR-2
(KDR/Flk-1), and VEGFR-3 (Flt-4) (Figure 17.2).
Binding of the VEGF family of ligands to these
receptor tyrosine kinases induces receptor dimer-
ization, followed by autophosphorylation and
signal transduction (Neufeld et al., 1999). The
receptors may also signal via several secondary
pathways, for example, MAP kinase and AKT.
VEGFR-1 is a high affinity VEGF receptor and has a
naturally occurring splice variant, which encodes
only the extracellular domain (Figure 17.2). When
this domain is secreted as a soluble protein (sFlt-1),
it is a potent antagonist of VEGF-A by binding
VEGF-A with high affinity and reducing its inter-
actions with its receptors. In VEGFR-1 knockout
mice, EC differentiation still occurs but there is
disorganized assembly of the developing vessel
network and embryos die in utero by day 8.5–10
(Fong et al., 1995). VEGFR-2 is considered to be the
main receptor mediating proliferation of ECs after
stimulation by VEGF-A. In VEGFR-2 knockout
embryos, inactivation of the receptor results in
failure of vasculogenesis and an inability to form
blood islands and to generate hemopoietic pre-
cursors, and hence ECs. Because the vascular
abnormalities are so severe, VEGFR-2 knockout
embryos die in utero by day 10.0 (Shalaby et al.,
1995). VEGFR-3 is necessary for embryonic blood
vessel development. In the adult, VEGFR-3 is
associated with lymphatics and is also expressed
in the abnormal blood vessels in pathological con-
ditions including inflammation and malignancy.
A recent study by Matsumura et al. (2003),
demonstrated that targeted disruption of the
VEGFR-3 gene suggested that the receptor may be
involved in the maintenance of vascular integrity
through modulation of VEGFR-2 signals. Neuro-
pilins are extracellular receptors for two different
secreted protein families, VEGF and semaphorin
(Neufeld et al., 2002) (Figure 17.2). Binding to NRP1
(by VEGF-A145, VEGF-A165, or VEGF-B) enhances
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signalling several fold through VEGFR-2. However,
a naturally occurring extracellular form of NRP1 is
an antagonist of VEGF signalling and SEMA3A
antagonises VEGF signalling by interacting with
NRP1 (Gagnon et al., 2000). Tumour cells over-
expressing NRP1 have enhanced in vivo growth
with increased angiogenesis. A second NRP,
NRP2, is less well defined but is also important
for yolk sac and embryonic angiogenesis. NRP2 is
a receptor for VEGF-A165 and VEGF-C (Neufeld
et al., 2002).

17.2.2 Angiopoietins and Tie receptors

The angiopoietins comprise a unique family of
ligands that appear to bind exclusively to the
Tek/Tie-2 receptor tyrosine kinase. There are four
currently known angiopoietins Angiopoietin-1
(Ang-1)–Ang-4, with Ang-1 and Ang-2 the most
well characterized—exerting their effect via the
Tie-2 receptor (Figure 17.2) (Jones and Dumont,
2000). The angiopoietin/Tie-2 system is very tightly
regulated, showing restricted expression at sites of
active vessel remodelling and stabilization, which
follow on from the initial angiogenic effects of
VEGFR-1 and VEGFR-2 (Jones et al., 2001). Ang-1
and Ang-2 appear to have opposing actions on ECs
at these sites, stimulating or inhibiting tyrosine
phosphorylation of the Tie-2 receptor, respectively.
In contrast to Tie-2, Tie-1 is an orphan receptor
whose ligand or ligands remain to be identified
(Figure 17.2) (Jones and Dumont, 2000).
The role of Ang-1 in EC biology has not been

completely determined. However, Ang-1 has been
implicated in EC migration and sprouting and also
in promoting EC survival in vitro. Survival of ECs is
encouraged in response to Ang-1, which acts
independently or in synergy with VEGF, by the
apparent inhibition of apoptosis and the recruit-
ment of pericytes and other periendothelial sup-
port cells, which stabilize the newly forming
vascular network (Gale et al., 2002). Investigations
performed in Ang-1 deficient mice, demonstrated
that embryos were still able to undergo VEGF-
dependant angiogenesis, but displayed angiogenic
defects resulting in an inability to interact with
periendothelial cells, leading to severe vascular
regression by embryonic day 11 (E11) and death by
E12.5. Ang-1 and Tie-2 knockouts display com-
parable phenotypes, characterized by an abnor-
mally developed primary capillary plexus,
including a reduction in blood vessel integrity,

decreased vessel sprouting, and remodelling as
a consequence of migratory defects, and a general
loss of ECs (Suri et al., 1996). In contrast, Ang-2 is
the natural antagonist for Tie-2, and with the sup-
port of VEGF, appears to block the stabilizing
effects of Ang-1. However, the interaction fails to
induce phosphorylation of Tie-2, leading to EC
destabilization and the subsequent induction of
angiogenesis, providing further evidence for
the precise regulation of the angiopoietin/Tie-2
system (Jones and Dumont, 2000).

In vivo tumour xenograft studies have been
performed with cell lines stably transfected with
full-length cDNA constructs for Ang-1 or Ang-2.
The stable clones were subcutaneously injected
into immunocompromised mice and tumour
growth rate was monitored. Tumour weight was
significantly lower in the Ang-1 group, compared
with Ang-2 overexpressing tumours where tumour
weight increased. The results corresponded with
vessel density, which decreased in tumours grown
from Ang-1 overexpressing cells, but increased in
tumour cells overexpressing Ang-2. The data sug-
gests that overexpression of Ang-1 may stabilize
ECs, so that they are not released from pericytes
and the basement membrane to initiate EC prolif-
eration and ultimately angiogenesis (Liu et al.,
2002). More comprehensive studies are required
to understand further the importance of angio-
poietins in cancer and evaluate their usefulness as
anti-angiogenic targets.

17.2.3 Eph receptor/ephrin signalling

The ephrins are the largest known family of
signalling molecules, with 14 Eph receptors and 8
ephrin ligands described to date. The ephrins can
be divided into two subclasses, ephrin-A and
ephrin-B, depending on their mechanism of cell
surface attachment and their preference for Eph
receptors (Figure 17.2) (Klein, 2001). Unlike most
other ligands, ephrins must be anchored to the cell
surface and do not function in a soluble form.
A characteristic of the Eph/ephrin system is bidirec-
tional signalling, where the ligand activates its
receptor and is in turn activated. This reciprocal
signalling may provide guidance cues in cell-to-cell
interactions (Yancopoulos et al., 1998). The ephrins
have traditionally been studied for their role in
the nervous system in axon guidance, where they
play a critical role in the formation of tissue
and organ interfaces in the developing embryo.
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However, they have also now been identified at the
boundaries of arteries and veins in the developing
embryonic vasculature (Wang et al., 1998), with
results indicating that the early embryonic arterial
and venous endothelium have distinct patterns of
Eph and ephrin cell surface expression (Wang et al.,
1998). Thiswas illustrated in the study byWang et al.
(1998), where it was reported that during the estab-
lishment of the primary capillary plexus, ephrin-B2
marks ECs of developing arteries, while EphB4 (one
of the receptors for ephrin-B2) marks the venous
endothelium. In addition, homozygous ephrin-B2
knockout mice exhibited growth retardation at E10
and lethality at E11,withmultiple vascular anomalies
including an enlarged yolk sac and an abnormal
vascular network of the head and cardiovascular
system (Wang et al., 1998). Importantly, expression
of Eph / ephrins has also been observed in the vas-
cularECsof surrounding tissues, implying thatEph/
ephrin interactions are not restricted to vascular
boundaries, but may also occur between the endo-
thelium and mesenchyme (Klein, 2001).

Expression of ephrin A1 and its EphA2 receptor
have been demonstrated in tumour angiogenesis
(Ogawa et al., 2000). Double immunostaining of
endothelial cells for CD34 showed ephrin A1 and
its EphA2 receptor to be expressed throughout the
endothelium in mouse xenografts of human
MDA435 and K1767 Kaposi’s sarcoma cells and in
the vasculature of human cancers. A dominant-
negative EphA2 receptor blocked formation of
capillary endothelial tubes in vitro. Further studies
have shown that soluble EphA2-Fc and EphA3-Fc
receptor constructs inhibit tumour angiogenesis
and growth in vivo, providing the first functional
evidence for EphA receptor regulation in tumour
angiogenesis (Brantley et al., 2002). Recent mech-
anistic studies have shown that blockade of the
EphA receptor specifically inhibits VEGF-induced
angiogenesis (Cheng et al., 2002). This activity is
not restricted to members of the A subclass, as
similar effects have been reported with the soluble
extracellular domains of the EphB2 and EphB4
receptors. This is an expanding area of research, but
it appears that abrogation of the function of both
the A and B class ephrins may provide novel anti-
angiogenic and anti-tumour activities.

17.2.4 Integrins

The integrins are a large family of heterodimeric cell
surface adhesion molecules, whose transmembrane

receptor complexes comprise non-covalently bound
a and b chains. Ligands for the integrins include
fibronectin, laminin, collagen, and vitronectin as
components of the ECM; certain integrins can also
bind soluble ligands such as fibrinogen (Hynes,
2002). The primary function of integrins is in
mediating cellular adhesion interactions to ECM
proteins and adjacent cells but they also appear to
be involved in intracellular signalling pathways
that contribute to EC survival, migration, and pro-
liferation. For EC survival, integrin avb3, avb5, and
some b1-integrin complexes appear to be pre-
dominantly involved. The interaction of avb3 and
the ECM has been identified as a critical event for
EC survival in nascent vessels. They are also
believed to enhance the mitogenic potential of
VEGFR-2, following binding of the VEGF-A165

ligand (Liu et al., 2002). Integrins are minimally
expressed in quiescent blood vessels, but their
expression is significantly upregulated and funda-
mental during angiogenesis in vivo, particularly that
of avb3 and avb5, with the interaction between avb3
and the ECM identified as a critical event for EC
survival in angiogenic blood vessels. Furthermore,
the examination of clinical breast cancer specimens
indicates that avb3 expression correlates with the
extent of disease (Gasparini et al., 1998), implying
that avb3 is potentially a valuable prognostic marker
and therapeutic target. This is exemplified by
studies showing that integrin inhibitors, especially
against avb3, induce selective apoptosis of prolifer-
ating vascular ECs (Walton et al., 2000).

17.2.5 Hypoxia and oxidative stress

Hypoxia
Hypoxia and oxidative stress often occur
concurrently within tumours and both act as strong
angiogenic stimulators. Hypoxia is a decline in
oxygen below the normal levels found in a tissue
(�5%), manifesting itself in acute and chronic
vascular disease, pulmonary disease, and cancer.
During neoplasia intratumoral hypoxia is asso-
ciated with a poor clinical outcome, and resistance
to conventional treatment modalities such as
radiotherapy. This is primarily because neoplastic
cells adapt to hypoxic environments and sub-
sequently survive and even proliferate under these
conditions, resulting in aggressive tumour behavi-
our (Harris, 2002). Growing tumours develop
hypoxic regions because the new blood vessels
form an aberrant vascular network, have poor
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blood flow, and the stores of oxygen and glucose
are rapidly metabolized, so that the tumour effect-
ively outgrows its blood supply (Bikfalvi and
Bicknell, 2002). The irregularity of these vessels
and their inability to provide oxygen and nutrients
to the surrounding tissue stimulates the release of
growth factors, which induce tumour angiogenesis
and contribute to the malignant phenotype. Endo-
thelial cells are critical in the maintenance of
vascular homeostasis and are directly affected
by hypoxia, because they must specifically cope
with the variations in oxygen tension that occur
in the blood. The vascular endothelium undergoes
molecular modifications in response to reduced
oxygen levels, which impact significantly on EC
function, and may result in changes to cell–cell
interactions (Michiels et al., 2000). Exposure to
hypoxia activates ECs in one of two ways. Acute
hypoxia promotes the recruitment, adherence,
and activation of neutrophils to blood vessels
by the release of inflammatory mediators and
growth factors. While in chronic hypoxia there is
elevated expression of specific genes, which encode
various cytokines and growth factors involved in
angiogenesis, including PDGF and VEGF (Harris,
2002).
As tumours outgrow angiogenesis or are

deprived of oxygen, a gene expression response to
hypoxia is initiated. These genes regulate several
biological pathways, including cell proliferation,
apoptosis, and angiogenesis. Although several
transcription factor pathways are involved in
hypoxia regulation, most attention has focused on
hypoxia inducible factors (HIFs). These are het-
erodimeric transcription elements of which HIF-1 is
the best described. HIF-1 comprises the HIF-1a and
HIF-1b sub-units with HIF-1a being the key tran-
scription factor. HIF-1 regulates DNA response
elements, in turn controlling the expression of more
than 40 target genes (Semenza, 2002). In response to
low cellular oxygen levels, HIF-1 binds to hypoxia
response elements, which activate the expression of
numerous hypoxia response genes such as VEGF,
PDGF, endothelin, insulin-like growth factor-II
(IGF-II), adrenomedullin, and endothelial growth
factor (EGF), which have pro-angiogenic effects
(Goonewardene et al., 2002). The intrinsic role that
HIF plays in angiogenesis has been examined using
both in vitro and in vivo studies, with investigators
showing that loss of HIF-1 activity impacts negat-
ively on tumour growth and vascularization
(Semenza, 2002). Analyses using embryonic stem

cells lacking the HIF-1a gene showed reduced
levels of VEGF in vitro and in vivo tumour xeno-
grafts derived from this cell line had fewer vessels
and significantly impaired vessel function
(Carmeliet et al., 1998). In addition, HIF-1a knock-
out mice display inefficient angiogenesis and are
characterized by a complete lack of cephalic
vascularization (Ryan et al., 1998). In the last two
years, the pathways mediating the hypoxia signal
have been elucidated; HIF-1a is post-translationally
modified on two prolyl residues by prolyl hydro-
xylases that require oxygen as a cofactor as well
as ferrous iron, vitamin C and 2-oxoglutarate
(Jaakkola et al., 2001). There are three well-
characterized enzymes that have prolyl hydro-
xylase domains (PHDs 1, 2, and 3) (Epstein et al.,
2001). PHD-2 is hypoxia inducible and the most
widely expressed. The consequence of hydroxyla-
tion is that HIF-1a is then recognized by the Von
Hippel–Lindau protein, which is a ubiquitin ligase
that targets HIF-1a for destruction in the proteo-
some (Ivan et al., 2001). Clearly as oxygen becomes
less available, there is less modification and there-
fore HIF-1a is stabilized.

Oxidative stress
Reactive oxygen species (ROS) naturally occur in
many biological systems and are prevented from
damaging molecules such as DNA, proteins, and
lipids by the cell’s antioxidant defenses, which
supposedly scavenge free radicals and sub-
sequently prevent DNA damage. During oxidative
stress, the balance between ROS and antioxidants is
disrupted in favour of ROS, which subsequently
become toxic to the cell. It is unclear if this is due to
excessive ROS production or loss of antioxidant
defenses (Kang, 2002). It has been established that
oxidative stress induces mutations in tumour sup-
pressor genes and causes DNA damage, including
base modifications, frame-shift mutations, and
DNA strand breaks, critical molecular events in the
initial stages of neoplasia (Kang, 2002). An imbal-
ance in ROS also stimulates tumour cells to release
stress-induced angiogenic factors such as VEGF,
IL-8, and the matrix metalloproteinase-1 (MMP-1).
Release of these molecules also occurs in the
presence of thymidine phosphorylase (TP), a
stimulator of angiogenesis and oxidative stress
in tumour lesions, whose expression correlates
with poor clinical outcome (Brown et al., 2000;
Brown and Bicknell, 2001). Increased TP activity
promotes angiogenesis in a range of pathologies
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and TP over-expression correlates with altered
vascular density and poor prognosis in many
human tumour types. Despite the wealth of data
linking TP and angiogenesis, the molecular
mechanisms underlying this link remain unclear.
Site-directed mutagenesis and antibody studies
have proved that promotion of vessel growth by TP
is dependent on its enzyme activity which catabo-
lizes thymidine to thymine and 2-dideoxyribose-1-
phosphate. This reaction induces carcinoma cell
oxidative stress, causing tumour cells to secrete
stress-induced angiogenic factors (VEGF, IL-8, and
MMP-1), which promote angiogenesis (Brown et al.,
2000; Brown and Bicknell, 2001).

17.3 Approaches to anti-angiogenic
therapy

Strategies designed at crippling a tumour by
targeting the vascular supply were first proposed
over 30 years ago by Folkman (1972), and since
then a large amount of research has been carried
out in this field to determine the role of angiogen-
esis in promoting tumour growth and metastasis,
and to develop new treatment modalities.
Approaches currently under evaluation for inhib-
iting angiogenesis may either be direct (targeting
cell surface bound proteins/receptors) or indirect
(targeting growth factor molecules). Although the
EC is the prime target, because angiogenesis is a
complex process with multiple, sequential, and
interdependent steps, this complexity creates many
potential targets for inhibition. Therefore, an anti-
angiogenic effect can be achieved by targeting
angiogenic stimulators, angiogenic receptors, ECM
proteins, ECM proteolysis, control mechanisms of
angiogenesis, or the ECs directly. Therapeutic
approaches that specifically target the ECs, rather
than indirectly inhibiting specific angiogenic
factors appear to be the most practical, since the
plasticity of most tumour cell populations would
allow them to circumvent or become resistant to a
treatment approach that interferes with a single
pathway or blocks an individual stimulatory
molecule. This point will be resolved over the
coming years, as anti-angiogenesis immunothera-
peutics are evaluated in the clinic.

17.3.1 Advantages of vascular targeting

The targeting of antigens selectively expressed on
the surface of tumour capillary ECs or tumour

stromal fibroblasts is currently being explored for
the immunotherapy of cancer. By targeting or
preventing the generation of angiogenic blood
vessels or tumour stroma, tumour lesions may
be deprived of the essential support functions
or nutrients required for survival and growth
(Dvorak, 1986). This targeting approach may also
be applicable to many tumour types because it is
not dependant on a specific tumour cell type. The
theoretical advantages that anti-angiogenic ther-
apeutics may have in the treatment of cancer are
several-fold. First, ECs involved in angiogenesis
show several fundamental differences compared
with quiescent ECs, primarily their proliferation
rate and antigen expression, which can be exploited
so that anti-angiogenic therapeutics specifically
target tumour ECs and not normal endothelium.
Tumour blood vessels are also highly irregular
(varying diameters), tortuous, have arterio-venous
shunts, blind ends, lack smooth muscle, or
enervation and have incomplete endothelial linings
and basement membranes (Molema et al., 1998). As
a result, blood flow is often slow or highly irregu-
lar, and the vessels are much ‘leakier’ than those
in normal tissues, enabling the passage of large
macromolecules. Second, anti-angiogenic therapy
may circumvent insufficient drug penetration into
the interior of a tumour mass due to high interstitial
pressure gradients within tumours because ECs are
highly accessible to circulating drugs. Third, unlike
targeting of tumour cells where failure to destroy a
proportion of the cells results in those cells prolif-
erating and subsequent regrowth of the tumour,
successful targeting of a few ECs within a growing
vessel may be sufficient to completely destroy
that vessel. Consequently, disruption of a small
percentage of the angiogenic vasculature may res-
ult in ischaemic necrosis of a substantial volume of
tumour. Fourth, in contrast to the malignant epi-
thelial cells of carcinomas, ECs are not genetically
transformed, and also do not display the genetic
and phenotypic heterogeneity observed in malig-
nant cells (such as gene amplification, chromo-
somal translocations, chromosome loss, and simple
point mutations) and hence the outgrowth of
antigen-loss variants or mutants is less likely to
occur (Brown and Giaccia, 1998).

17.3.2 Natural inhibitors of angiogenesis

Tumour cells appear to produce both stimulators
and inhibitors of angiogenesis and the balance of
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these dictates the degree of angiogenesis both
locally and at distal sites. A large and structurally
diverse family of endogenous protein inhibitors of
angiogenesis have now been discovered including
Thrombospondin-1 (TSP-1), angiostatin, endostatin,
INF-a/b, vascular endothelial cell growth inhibitor,
vasostatin, and metalloproteinase inhibitors
among others. Angiostatin, endostatin, and TSP-1
are selective and potent endogenous inhibitors of
neovascularization and show promise as future
therapeutic agents as they begin to enter the clinic.

Angiostatin
Angiostatin was the first molecule specifically
isolated as a potential tumour-derived angiogenesis
inhibitor. Angiostatin is a 38 kDa fragment of the
clotting cascade protease precursor plasminogen
(which does not itself have anti-angiogenic prop-
erties). It is believed that tumours can produce or
activate proteases capable of generating angiostatin
from circulating plasminogen (Zetter, 1998).
Angiostatin appears to inhibit both EC proliferation
and migration, and can act as a circulating angio-
genesis inhibitor that suppresses angiogenesis at
downstream sites distant from the primary tumour.
Treatment of tumour-bearing mice with angiostatin
causes regression of the primary tumour and pre-
vents vascularization and growth of metastatic
colonies (Burke and DeNardo, 2001).

Endostatin
Endostatin, like angiostatin, is a fragment (20 kDa)
of a larger precursor molecule, in this case collagen
XVIII, a novel collagen frequently found near blood
vessels which itself is not anti-angiogenic (Burke
and DeNardo, 2001). Endostatin appears to be
a highly active endothelial-specific inhibitor of
microvascular EC proliferation, and inhibits prim-
ary tumour growth as well as establishment and
growth of metastases (Ellis et al., 2001). Combina-
tions of endostatin and angiostatin act synergisti-
cally and can result in complete tumour regression
with no tumour regrowth after treatment is termin-
ated in mice-bearing B16F10 melanoma and L1210
leukemia tumour xenografts (Scappaticci, 2002).
Endostatin is the first endogenous angiogenesis
inhibitor to enter clinical trials, with recombinant
human endostatin currently in Phase I and Phase
II/III clinical trials.

Thrombospondin-1
It has been demonstrated that TSP-1 is an inhibitor
of EC proliferation, adhesion, migration, and

morphogenesis, and its anti-angiogenic activity is
derived from its interaction with the microvascular
EC receptor CD36 (Lawler, 2000). Expression and
secretion of TSP1 by epithelial and mesenchymal
cells is modulated by hypoxia and by genes such as
p53. In several tumour types (thyroid, colon, and
bladder carcinoma) TSP1 expression is inversely
correlated with tumour grade and survival rate, but
interestingly in others (e.g. breast carcinomas), it is
correlated with stromal response and is of little
prognostic value. TSP-1 is an important inhibitor of
angiogenesis and its anti-tumour potential has been
investigated in several tumour xenograft models.
Studies involving transfection of glioblastoma,
fibrosarcoma, breast carcinoma, and cutaneous
carcinoma cells with plasmids expressing the TSP-1
protein reported reduced tumour xenograft growth
rate in immunocompromised mice compared with
controls. Because of their large size (> 450 kDa)
TSP-1 and -2 have yet to enter the clinic, but pep-
tides derived from TSP1 might have promising
clinical applications. Methods for stabilizing these
peptides in vivo and delivering them to tumour
sites are currently being researched and will be
essential in the development of treatments based
on TSP-1 (de Fraipont et al., 2001).

17.3.3 Direct targeting of endothelial cells
(anti-vascular strategies)

One of the most promising angiogenesis targeting
approaches is to use molecules or design strategies
against antigens that are selectively upregulated on
tumour ECs, that may potentially lead to tumour
blood vessel occlusion. Some of these approaches
will be discussed here.

Anti-angiogenic monoclonal antibodies (mAbs)
are being rigorously investigated in pre-clinical
animal models (DC101 against Flk-1 and C-p1c11
against KDR) and in the clinic, with most success
observed with agents that inhibit integrin activa-
tion. Anti-integrin mAbs or peptides may interfere
with neovascular EC adhesion through inhibition
of normal ligand binding and cell signalling, or
induce vascular permeability. One such mAb has
been evaluated for safety and pharmacokinetics in
patients with advanced cancer. A phase I dose
escalation study involving 17 patients with late
stage metastatic disease, evaluated a humanized
mAb generated against the avb3 integrin (Vitaxin),
which is capable of inducing apoptosis in ECs of
newly forming capillary blood vessel. In the 14
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patients that were evaluable, the antibody was well
tolerated with minimal toxicity, and demonstrated
a terminal half-title of 120 h at high doses. In
addition, a partial response was observed in one
patient and seven others demonstrated stable dis-
ease, with three patients continuing on to further
treatment cycles (Gutheil et al., 2000). However, a
disadvantage of this system and others that spe-
cifically target angiogenic vessels, is that it has no
effect on quiescent tumour vessels, which consti-
tute a large proportion of the tumour endothelium.
This type of treatment strategy will therefore
probably have greatest potential in adjuvant set-
tings where it could be used to prevent the growth
of micrometastases, where angiogenesis is likely to
be at its most intense (Eatock et al., 2000). Con-
sequently, some mAbs may be more useful when
conjugated to cytotoxic compounds such as radio-
active isotopes. This approach has already
been used with avb3, anti-endoglin, and anti-
thrombomodulin antibodies with promising pre-
clinical results. Anti-angiogenic radioconjugates
may inhibit tumours by killing ECs directly and
thereby indirectly killing tumour cells, so the effect
is two-fold. This, however, depends on the path
length of the radioisotope, and on the intrinsic
radiosensitivity of the tumour cell.

Novel inhibitors of VEGF receptor tyrosine
kinases and their downstream effects are attractive
anti-angiogenic agents, that could also potentially
inhibit EC activation, proliferation, and invasion
(Eatock et al., 2000). SU5416 is a small, membrane
permeable tyrosine kinase inhibitor for VEGFR-2,
which is currently being assessed in phase I/II and
III clinical trials. SU5416 has been shown to suc-
cessfully inhibit VEGF-driven EC proliferation of
cultured cells and also growth of a number of
tumour types in vivo (Burke and DeNardo, 2001).
Another related small molecule tyrosine kinase
inhibitor (SU6668) is currently in Phase I clinical
trials. SU6668 also inhibits tumour EC proliferation
and decreases tumour vascularization and appears
to be the superior molecule because it can also
inhibit bFGF and PDGF in addition to VEGFR-2.
Furthermore, it has been shown to have sig-
nificantly greater effect on EC apoptosis and on
mouse tumour xenografts than SU5416 (Burke and
DeNardo, 2001).

Vaccines to VEGF receptors are also under
development. Expression of vascular EGF receptors
is known to be upregulated on tumour compared to
normal vasculature. Recently two animal studies

have demonstrated that active immunization
against Flk-1 (Li et al., 2002) or use of cytotoxic T
lymphocytes engineered to express VEGF (and so
target VEGF receptor-expressing cells) (Niederman
et al., 2002) were shown to elicit significant anti-
tumour activities. In the first of these studies an
immune response to Flk-1 was elicited by immun-
ization with dendritic cells pulsed with a soluble
Flk-1 protein. The immunization generated Flk-1
specific neutralizing antibodies and CD8þ cyto-
toxic T-cell responses, breaking tolerance to self-
Flk-1 antigen. Both tumour-induced angiogenesis
in an alginate bead assay and pulmonary meta-
stases from B16 or Lewis lung carcinomas were
strongly suppressed in the immunized mice. In the
second approach, recombinant retroviral vectors
were generated that encoded a chimeric T-cell
receptor comprising VEGF sequences linked to
intracellular signalling sequences derived from the
zeta chain of the T-cell receptor. Transduced mur-
ine CD8 cells effectively killed Flk-1 expressing
cells in vitro. Adoptive transfer into tumour-bearing
mice strongly inhibited the growth of a range of
syngeneic murine tumours and human tumour
xenografts.
Another EC-specific targeting strategy is to selec-

tively disrupt rapidly proliferating and immature
tumour ECs using tubulin binding agents which are
intrinsically anti-angiogenic. The use of these agents
is based on the reliance of ECs for a tubulin cyto-
skeleton to maintain their architecture, and results in
inhibition of spindle formation (mitotic arrest) and
reduced tumour blood flow (Eatock et al., 2000).
Examples of such agents include colchicines, vin-
blastine, and combretastatins. ZD6126 is a novel
vascular targeting agent that was developed for its
tubulin-binding properties and its ability to induce
vascular damage in tumours. In a range of experi-
mental tumour models, ZD6126 demonstrated
selective disruption of tumour vasculature, which
resulted in loss of tumour blood vessel integrity,
vessel shutdown, and extensive tumour necrosis
(Micheletti et al., 2003).

17.3.4 Targeting control of angiogenesis
(anti-angiogenic strategies)

Angiogenesis is a complicated process regulated
by numerous pro- and anti-angiogenic factors in
a coordinated fashion. These play a fundamental
role in regulating the proliferation of cancer cells
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and supporting tumour endothelium, and are
consequently attractive anti-angiogenic thera-
peutics. One of the considerations with this
therapeutic approach is that by blocking a par-
ticular tumour cell property, such as VEGF pro-
duction, this may be subject to inactivation over
time by classic acquired resistance mechanisms
since, for example, tumour cells can produce
a number of different pro-angiogenic growth
factors. Furthermore, VEGF is produced by
many different cell types and may also be
sequestered in the ECM and the interstitial spaces
between tissues. However, because angiogenesis
is dependent on an appropriate growth factor
environment, and VEGF is the most important of
these growth factors, the use of blocking mole-
cules to VEGF is keenly investigated. The most
successful of these has been AvastinTM (bev-
acizumab), being the first targeted angiogenesis
inhibitor to receive U.S. Food and Drug Admin-
istration Approval (February 2004). Avastin is an
antibody that works by blocking VEGF and
therefore preventing the formation of new blood
vessels. It was approved for the treatment of
colon cancer in combination with 5-fluorouracil
(5-FU) based chemotherapy, following the results
of a large, placebo controlled, randomised
Phase III study demonstrating prolongation in the
median survival of study patients. However five
months after its approval, safety concerns about
Avastin have been highlighted by the company,
which discovered a twofold increase in serious
arterial thromboembolic events in certain patients
who received the combination treatment. Another
example of an antibody inhibitor is rhuMabVEGF,
which was initially pre-clinically assessed in
cynomolgus monkeys (Ryan et al., 1999). In a
phase Ib trial, the antibody was administered in
combination with one of three chemotherapy
regimens. Responses were observed in three
patients, who continued on to further treatment
cycles. The study demonstrated the safety and
potential clinical activity of the combined treat-
ment (Margolin et al., 2001). The antibody has
now completed Phase I and II clinical studies and
is currently undergoing Phase III investigation for
breast and colorectal cancers. The ‘VEGF trap’ is
another interesting VEGF inhibitor currently in
clinical trials. It combines portions of human
VEGF and VEGF receptor, and literally ‘traps’ the
VEGF being made by the tumour, again pre-
cluding further tumour blood vessel formation.

Matrix inhibitors provide the best examples of
anti-angiogenic therapeutics that prevent EC inva-
sion. During angiogenesis proteolytic enzymes are
released by ECs and are involved in basement
membrane and matrix degradation (Eatock et al.,
2000). Molecules that inhibit ECM proteolysis act to
block the activity of two types of proteolytic
enzymes, urokinase-plasminogen activator (uPA)
and the matrix metalloproteinases (MMPs).
Increased expression of MMPs correlates with
invasive behaviour and metastatic potential and
has been documented in a number of human can-
cers. Several inhibitors are now in advanced clinical
trials, including marimastat (phase I/II/III) and
AG3340 (phase II/III). MMPs have also been
assessed in clinical trials in combination with other
angiogenesis inhibitors. Interestingly, the com-
bination of captopril, heparin, and marimastat
resulted in either a partial response or stable dis-
ease in 3 of 6 patients with renal carcinoma in a
study of 27 patients with a variety of malignancies.
This finding may warrant further investigation
(Pegram and Reese, 2002).

Other strategies for targeting control of angio-
genesis include interference with oncogenes and
hypoxia response pathways. Farnesyltransferase
inhibitors block the activity of oncogenic-ras and
antibodies against the epidermal growth factor
receptor suppress angiogenesis and tumour prolif-
eration in xenograft experiments. Hypoxia response
pathways are also promising anti-angiogenic tar-
gets, particularly because hypoxic cells release
many anti-angiogenic factors and are also often
resistant to radiotherapy and chemotherapy.
Experiments using knockouts of HIF-1a, dominant
negative constructs, peptide mimetics, antisense
techniques, or mutations in HIF-1a suggest that
therapeutics targeting the HIF pathway should be
further evaluated for their anti-tumour potential
(Pegram and Reese, 2002).

17.3.5 Clinical considerations

Much has already been discussed concerning
anti-angiogenic approaches to cancer but a few
additional points are worthy of mention. There are
now more anti-angiogenics in anti-cancer clinical
trials than drugs that fit into any other mechanistic
category (around a third of all drugs). This is
indeed a large number, reflecting a huge financial
investment and the intense interest in this approach
to cancer treatment that has been apparent in recent
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years. Current anti-angiogenic clinical trial activity
can be assessed at www.cancer.gov at the ‘Angio-
genesis Inhibitors in Clinical Trials’ page. The most
promising of these has been AvastinTM (Genentech)
and hence it is worth considering this drug further.
It had long been thought that anti-angiogenics
would not be effective anti-cancer agents when
administered alone but would need to be given in
combination with cytotoxic drugs. While this has
been questioned by some, it is generally accepted
by those in the field. Another point concerns the
recent discovery of VEGF isoforms, such as
VEGF165b, that are actually competitive inhibitors
of VEGF and block angiogenesis themselves (Bates
et al., 2002). The antibodies were raised to the
N-terminus of the molecule and thus will recognize
both the pro- and anti-angiogenic forms of VEGF.
As such, it is difficult to predict ab initio whether
anti-VEGF administration will be beneficial or
otherwise to the patient. This illustrates the com-
plexity of developing such novel approaches to
cancer therapy. A final clinical consideration con-
cerns the difficulty in assessing the efficacy of an
anti-angiogenic drug that produces disease stabil-
ization rather than tumour regression. One pos-
sibility is to use surrogate markers released by
damaged endothelium, which are expected to be
gene products restricted to endothelium. There
have been several studies that have met with some
success. For example, the soluble Tie-2 and Flt-1
domains have been shown to be elevated in the
serum of patients receiving anti-angiogenic therapy
(Harris et al., 2001).

17.4 Conclusions

Angiogenesis research is clearly at an exciting time.
The next few years will show whether the first anti-
angiogenics such as VEGF blockers have sustained
clinical efficacy. Blood vessel growth has turned
out to be complex, with many factors playing a role
in the process. This complexity in itself, however,
leads to many opportunities for therapeutic target-
ing that will test the ingenuity of cancer biologists
and clinicians over the next decade.
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Stem cells, haemopoiesis, and
leukaemia

Mel Greaves

18.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

18.2 Haemopoietic regulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

18.2.1 Molecular rules of the game . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

18.3 Leukaemia as a clonal disorder of haemopoiesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

18.4 Gene culprits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

18.5 Origin of mutations and the natural history of leukaemia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

18.6 Target cells in leukaemia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

18.7 Clinical and epidemiological implications of leukaemic cell and molecular biology . . . . . . . . . . . . . . . 315

18.1 Introduction

The leukaemias, and related diseases lymphoma
and myeloma, are all blood cell cancers. Because
of the accessibility of this tissue, the relative ease
of cell culture, and the availability of model sys-
tems with animal cells, knowledge of the cellular
and molecular basis of these forms of cancer has
often led the way and provided paradigms for
cancer research in general. Leukaemias are
different from other cancers in so far as their
evolution and dissemination does not require
architectural disruption and metastatic processes
that are critically involved in most other cancers.
This distinction may, at least in part, account for
the clinical sensitivity and curability of many
disseminated leukaemias, particularly in children.
Despite this difference, leukaemias provide a
particularly informative example of how multistep
malignancy can be viewed as a parody or dis-
ruption of normal developmental processes. The
key cell types in this process are those that serve
as founders or stem cells for blood cell production.
We refer to this process, overall, as haemopoiesis
(or haematopoiesis) and it is often, for experi-
mental or descriptive purposes, sub-divided into
its two major components, myelopoiesis and
lymphopoiesis, that is production of myeloid and
lymphoid cells.

18.2 Haemopoietic regulation

Blood cell production is initiated during embryo-
genesis, in the yolk sac (embryonic erythropoiesis),
and in the embryo body, in the so-called AGM
(aorta, gonad, mesonephros) region. Subsequently,
both myeloid and lymphoid cell production are
housed first in the foetal liver, then bone marrow
and (for T cells) in the thymus. During foetal life,
haemopoiesis is seeded and then sustained by
blood-borne stem cells. After birth and throughout
life, haemopoiesis continues as a rapid and dynamic
process in the bone marrow. Cell generation rates
are prodigious—more than 1011 cells per day
(¼�1016 in a lifetime). This explosive and sus-
tained rate of production can only be accom-
modated by an equivalent turnover and loss of
cells and by maintenance of the stem cell pool by
self-renewal.
Studies in mice in which individual cells can be

genetically marked by unique (individual) chro-
mosomal sites of retroviral insertion have provided
convincing evidence for the existence of a class or
population of multipotential stem cells that are the
founders for all haemopoiesis. This provides us
with the starting point for all haemopoietic lineage
tree diagrams as shown in Figure 18.1.
Within this lineage hierarchy, the different cell

types can be distinguished by their phenotypic
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properties, which include some physical features
(size, charge, adhesiveness), morphology (for
maturing myeloid cells), antigenic markers identi-
fied with monoclonal antibodies, and by gene
expression signatures (e.g. by microarray analysis
or RT-PCR). Monoclonal antibodies have been
especially important in this respect, both for cell
type identification and physical sorting of cells.
Few of these individual properties are unique to
any cell type but it is possible to identify composite
phenotypes that are. The availability of these cell
markers has been extraordinarily useful, not only
for experimental studies, but for practical, clinical
purposes also, including differential diagnosis of
leukaemia, some therapeutic strategies (e.g. toxin-
tagged antibodies, see Chapter 26), and for
manipulation of stem cells for gene therapy and/or
transplantation purposes.
Stem cells are the most critical cells in haemo-

poiesis as in other tissues with continual turnover
or regenerative capacity. They are also believed to
be the major cellular targets for leukaemogenesis.
Tissue stem cells are usually defined as cells that
have two particular properties. First, they can sus-
tain their numbers after their brief embryological

spawning, and throughout the life-long postnatal
period for which they are required. In haemopoi-
esis at least, this challenge is met by small numbers
of stem cells taking turns at proliferation (called
clonal succession), while most remain quiescent
and out of cell cycle (G0). Also, proliferative cycles
of stem cells can generate daughter cells that
themselves have stem cell properties and can
return to dormancy (so-called self-renewal cycles).
Second, proliferating stem cells can generate
daughter cells that undergo both substantial fur-
ther cell cycling and differentiation or maturation
into functional, mature cells.

The divergent developmental options or fates
for haemopoietic stem cells are illustrated in
Figure 18.2. Note that in addition to proliferation
and maturation down a lineage, cells may have to
choose to differentiate down one lineage out of
several available, or may choose, or be persuaded,
to opt out and die. The latter fatality occurs by
apoptosis or programmed cell death. Apoptosis is
a critical component of haemopoiesis helping to
maintain, homeostatically, population numbers
within appropriate limits, and, additionally in
lymphopoiesis, to facilitate the process of stringent
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Figure 18.1 Simplified lineage hierarchy and cell function in haemopoiesis. The asterisks indicate that our understanding of developmental
potentialities and the sequence or pattern of commitment at these apparent ‘junctions’ in the lineage tree are still very incomplete.
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clonal selection that occurs both during the
production of T and B lymphocytes and in sub-
sequent immune responses. Apoptosis is now
recognized as an essential part of almost all
developmental processes and many physiological
responses. Two important corollaries are therefore
not so surprising. First, that multiple genes, mostly
of ancient evolutionary origin as evidenced by
studies in yeast and nematode worms, are involved
in regulating cell death; second, that genes involved
in apoptosis may be altered or mutated in leuk-
aemia and other cancers. A further and perhaps
less obvious consequence of these developmental
arrangements is that changes in the vulnerability
to physiological cell death in leukaemic cells may
have a major impact on the sensitivity of these cells
to the common therapeutic agents that are given
to patients (see Section 18.7; Chapter 24).

18.2.1 Molecular rules of the game

We are still ignorant of some of the basic molecular
processes in haemopoiesis, but remarkable insights
have been gained in recent years. These are
important since they may pinpoint and help us
to understand the molecular defects underlying

leukaemias. With respect to DNA replication and
proliferation, it is clear that the fundamental rules
are laid down in a complex, multilayered, genetic
circuitry occupied by interacting proteins and
enzymes (predominantly kinases and phospha-
tases). These ground rules are of very ancient
evolutionary origin, conserved and shared by
different cell types and tissues. Primarily, what
differs between cell types, other than some details
of the circuit wiring, are the ligands and corres-
ponding cellular receptors that regulate the pro-
cess. In this respect each cell type lives in its own
sensory world equivalent to the ‘merkwelt’ of an
animal species! Similarly for apoptosis, a basic set of
genes encoding particular proteins appears to have
been invented early in evolution and, although the
circuitry becomes elaborated and refined with fur-
ther evolutionary developments, the ground rules
remain largely intact. For apoptosis, key compon-
ents for both haemopoietic and other cell types
include a family of related proteins including
BCL-2, BAX, and BCLx which form complexes that,
depending upon their composition or stoichi-
ometry, can impede or facilitate apoptosis. How
they achieve this is not understood. Other critical
proteins in blood cell apoptosis include FAS and
FAS ligand and those that contribute to a cascade
resulting in activation of a protease that degrades
other proteins and cellular membranes, plus one or
more endonucleases that can break up DNA to give
the nucleosomal fragments, DNA-staining profiles,
and nuclear morphology that are characteristic of
apoptosis in both blood cells and most other cell
types.
Differentiation is in one sense a lineage- or cell

type-specific process, but even here there is com-
mon and evolutionarily conserved territory. The
current view is that key differentiation decisions in
haemopoiesis (as elsewhere) involve the initiation
and stabilization of a unique programme of gene
expression. Control of this process exists, in prin-
ciple, at two levels. First, the genes involved oper-
ate in sequential cascades with positive and
negative feedback loops exercised by the protein
products that they encode. Second, selective
activation of genes, which is the key to the process,
is believed to occur through the dynamic forma-
tion of stable transcription complexes. These are
heterodimeric or polymeric assemblies of proteins
which bind to DNA and, as a consequence, are
able to modify chromatin or DNA structure,
accessibility, and the enzyme-mediated process of
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Figure 18.2 Developmental options for stem cells. Haemopoietic
stem cells normally reside out of mitotic cycle (in G0 or quiescent).
When activated to undergo proliferation (P), there are three
developmental options: (1) self-renewal, (2) differentiation, and
(3) apoptosis or cell death (y). Disruption of any one (or all) of these
three pathways by loss of function ( ) or constitutive
activation ( ) can contribute to the development of leukaemia.
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gene transcription. Third, cell surface receptors,
interfacing with the cellular environment, regulate
the process, often by initiating phosphorylation
cascades that modify transcription factor com-
plexes. Cell types in haemopoiesis come to exist
and differ in their phenotypes as a consequence of
their unique constellations of transcription factors
empowered to regulate gene activity positively or
negatively. This process is constrained by the
ancestry of the cell (i.e. by prior genetic decisions)
and is regulated by the cell’s unique receptor
profile—itself the product of a similar genetic
decision-making or differentiation process. Finally,
as might have been anticipated, the processes of
proliferation, differentiation, and apoptosis are
integrated into a network as alternative pathways
for cell fate. Many of these decisions operate during
the G1 phase of the cell cycle and all are modulated
or regulated by signals derived by means of cell
surface receptors detecting changes in the local
environment of the cells. Receptors may be trig-
gered by soluble ligand released either locally or
systematically, or by secreted ligands bound and
compartmentalized by adjacent stromal cells and/
or their cell surface-associated intracellular matrix
components, such as heparan sulphate. Hetero-
typic cell–cell interactions between blood cells and

vascular, lymphatic, and tissue stromal cells play a
critical role in myelopoiesis and lymphopoiesis,
regulating cell fate through the three major path-
ways alluded to above. In addition they control cell
positioning and migration by selective adhesion
(Figure 18.3).

Discovering which particular transcription fac-
tors are involved in the derivation of particular cell
types is difficult. Biochemical identification of
proteins binding to control regions (promoters,
enhancers, locus control regions) of genes that have
lineage-specific expression (e.g. in haemopoiesis:
haemoglobin, immunoglobulin, myeloperoxidase)
provides candidates whose function can be further
assessed by gene transfection assays. Gene knock-
out (by homologous recombination) provides an
alternative strategy for identifying essential tran-
scription factors and the developmental stages at
which they operate. Figure 18.4 is a summary
profile of some of the key players in haemopoiesis
identified by the knock-out approach. No doubt,
more remain to be discovered and many tran-
scription factors appear to have modulating, non-
essential, or redundant functions in haemopoiesis.
One striking finding in these studies has been that
the genes most commonly involved as mutants
in acute leukaemia are essential for normal

Figure 18.3 Adhesive interactions with stromal cells regulate early haemopoiesis. Stereoscan electron microscopy images of T-cell
precursors binding to the surface of thymic epithelial cells. From an in vitro culture system believed to mimic developmental cell interactions in
the thymic cortex.
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haemopoietic stem cell function, for example,
AML1 and other components of the core binding
factor (CBF) complex, SCL (Figure 18.5). A critical
unresolved issue in haemopoietic stem cell biology
(and stem cell biology in general) is how the dif-
ferentiating progeny of a multipotential lympho-
myeloid stem cell decides to adopt one lineage from
the many options available. It is unclear whether
this choice is dictated by extracellular signals, a
cell autonomous, stochastic process or a combina-
tion of these. Some evidence suggests that these
cells may transit through a sequence of more sim-
ple binary choices with one of the two lineages
available as a default. The mechanism of choice is
assumed to involve the formation of stable tran-
scription complexes that elicit and consolidate
lineage-specific gene expression cascades or pat-
terns. Interestingly in this context, multipotential
cells, before uni-lineage commitment, express
multiple lineage genes at least at low levels, in a
promiscuous fashion suggesting that adoption of
a lineage involves both turning-up (and consolid-
ating) and turning-off of genes. These changes
are now known to involve local alterations in

chromatin acetylation, methylation, and physical
accessibility. These insights derived in part from
the observation that leukaemic cells in differenti-
ation arrest often expressed bizarre or promiscuous
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Figure 18.4 Critical regulators of haemopoiesis can be identified by ‘knock-out’ experiments. The diagram lists transcription factors (*) or
other proteins whose function is required for defined steps in early haemopoietic differentiation (at the level indicated by the cross-bar).
Differentiation beyond the level indicated is aborted in transgenic mice in which the gene has been inactivated by homologous recombination.
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Figure 18.5 CBF transcriptional complex aberrations in leukaemia.
Diagram illustrates leukaemia-associated chromosome translocations
and point mutations in genes encoding each of the three major
components of CBF. AML, acute myeloblastic leukaemia; ALL, acute
lymphoblastic leukaemia; CMLBC, blast crisis of chronic myeloid
leukaemia; MDS, myelodysplastic syndrome. AML1 is also known as
RUNX1 and encodes the CBFa subunit.
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lineage phenotypes—and that many abnormal
genes in leukaemia encode altered transcriptional
regulatory properties.

18.3 Leukaemia as a clonal disorder of
haemopoiesis

In common with other cancers, leukaemias share a
number of salient features (Table 18.1). Proliferation
is usually continual or constitutive, though not
necessarily at a fast rate in terms of cell cycle time.
Very often, particularly in the acute leukaemias,
differentiation appears to be blocked at an early
stage of haemopoiesis. Cell death certainly occurs
in leukaemia cell populations in vivo and in vitro,
but leukaemic cells will often have an increased
propensity to survive conditions of growth factor
deprivation or stress that propel other cells into
apoptosis. But first and foremost among these
common features of leukaemia is monoclonality
and its origin by means of mutation. In common
with all but a few exceptional cases, leukaemias
and other cancers are clonal diseases driven by
mutation, that is, the leukaemic cells of any one
patient all derive from a single mutant progenitor
cell. The conventional and probably correct inter-
pretation of this feature is that the particular
mutations required to give a clone a growth
advantage sufficient to produce diagnostic symp-
toms and pathology are exceedingly rare, so rare
that they only occur in a single cell among the
extraordinarily high number of stem cell divisions
that occur in a lifetime.
We assume that mutations occur all the time, but

that the vast majority occur either in genes that
cannot confer growth advantage (i.e. neutral or
deleterious) and/or in irrelevant cells. We know
that leukaemias are monoclonal by long-standing
observations on chromosome karyotypes and by
the application of a number of immunological and
molecular markers for clonal status. The formation

of a leukaemic clone through mutation is not
equivalent to the activation of one faulty switch in
the genetic circuit. Although one mutation does
initiate the process, the resultant clone is seldom
stable. Over time it will, in a Darwinian fashion akin
to a species, either regress or diversify by further
genetic change and will be subject to competitive
selection exercised by the body’s own regulatory
mechanisms or by therapy. This evolutionary pro-
cess may be gradual or may involve relatively
abrupt changes in cellular phenotype, cell behavi-
our, and disease pathology, as, for example, in the
so-called blast crisis of chronic myeloid leukaemia.
The development of leukaemic clones in this respect
parallels progression in carcinoma elucidated at the
molecular level by Vogelstein, Weinberg, Bodmer,
and others. The underlying principle of step-wise, if
chaotic, evolutionary progression was, how-
ever, first clearly enunciated by the UK pathologist
Leslie Foulds in 1969 whose book on the subject
remains a neglected classic (read it!). If, as we sup-
pose, multiple mutations in different genes encod-
ing distinct, but complementary, functions (again as
in species evolution) are an invariant or inevitable
component of leukaemia, then it follows from
the rarity of those events that mutations will
be acquired sequentially over an unpredictable time
period. The products of this dynamic process are
successive waves of dominant subclones. These
essential and combinational activities set the vari-
able timeframe, pace, and course of disease evolu-
tion in terms of pre-clinical latency, progression,
drug resistance, and, for solid tumours, metastasis.
In many epithelial cancers, this evolutionary
process is propelled by the early acquisition of
genetic instability. This does occur in leukaemia but
appears to be a rarer genotypic alteration.

18.4 Gene culprits

From what has been outlined above on the regu-
lation of haemopoiesis, an astute student should
have no difficulty in predicting what kinds or sets
of genes would be involved in leukaemia as
mutants. In principle, any gene that, when muta-
ted, can give a clone a net growth advantage, can
initiate and/or contribute to progression of disease.
Since clonal population dynamics are determined
by the interplay and balance of proliferation, dif-
ferentiation, and cell death, it follows that lesions in
any or each of these three circuits may participate
in leukaemogenesis (cf. Figure 18.2). Furthermore,

Table 18.1 Consistent features of leukaemic cells

Monoclonal origin
Acquired gene mutations (1-n)
Genetic instability, clonal diversification, and progressive subclone
selection (i.e. Darwinian selection)
Dysregulation or uncoupling of critical cellular functions:
proliferation, differentiation, cell death
Net growth advantage, clonal dominance, vascular and
extravascular spread, and compromise of normal tissue
functions (territorial hijack)
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in view of their complementary functions, it is not
surprising that single leukaemic clones, as they
evolve to more aggressive phenotypes, may acquire
mutations in two or all three of these circuits.
Indeed, acquisition of a complementary set of
mutations may not only be advantageous to the
clone, but essential for its survival, if, as is currently
believed, mutations in some oncogenes (e.g. MYC)
promoting constitutive proliferation simulta-
neously drive apoptosis when essential growth
factors are limiting.

Although these pathological patterns are entirely
predictable from first principles, it is only because
the mutant genes have been cloned and sequenced
and their protein functions uncovered in either a
normal or abnormal context that we can present
this scenario with some confidence. Table 18.2
categorizes some of the major types of gene
alterations in leukaemia, their structural basis, the
functions of their protein products, and leukaemia
subtype associations. Note that some of these genes
are involved in many forms of cancer (e.g. as cell
cycle regulators) and that others have leukaemia or
leukaemia subtype specificity. The most striking
genetic abnormalities in this respect are the
balanced chromosome translocations that give rise
to chimaeric fusion genes. Such chromosomal
recombinants are common also in other types of
paediatric cancers, for example, soft tissue sarco-
mas, but are very rare in epithelial carcinomas
where unbalanced chromosome breaks and dele-
tions are the rule. The reason for this marked dis-
tinction is unclear but might relate to the common
and early imposition of chromosomal instability
in carcinomas. Two types of fusion genes are
observed in blood cell cancers resulting in either
enforced expression of one partner gene or a hybrid
protein product. Very many different genes parti-
cipate in these genetic liaisons but a few genes
are markedly promiscuous. The gene MLL, related
to Drosophila trithorax, and a master regulator of
HOX genes in development (and haemopoiesis)
can fuse with up to 50 alternative partner genes.
TEL and AML1, both encoding transcription factors
essential for haemopoiesis (Figure 18.4) also fuse
with a multitude (>15) of different partners to
create chimaeric genes encoding either novel tran-
scriptional proteins or activated kinases. These two
genes also fuse with each other to form the most
common translocation-based fusion gene, TEL-
AML1, in paediatric cancer (�25% of childhood
acute lymphoblastic leukaemia (ALL)) (Figure 18.6).

Such a list inevitably understates the remarkable
diversity of mutation that can occur. For example,
in one subtype of leukaemia, ALL (the major cancer
in children), over 200different genetic abnormalities

Table 18.2 Diversity of molecular changes in leukaemia and
related blood cell cancers

Abnormality/Genes Function Leukaemia/
lymphoma
subtype

Reciprocal chromosomal translocations
Dysregulation by juxtaposition
to TCR-a, -b, -d or IGH
IGH-MYC P Burkitt’s

lymphoma
IGH-BCL-6 T Diffuse (B)

lymphoma
IGH-BCL-2 A Follicular (B)

lymphoma
TCR-�-RBTN-1 T T-ALL
TCR-�-HOX11 T T-ALL

Unique product by gene fusion
MLL—multiple alternative
partners

T Infant AL,
secondary AML

BCR-ABL P/A CML, ALL
TEL-AML1 T Bp ALL
AML1-ETO T AML
PML-RARA� T APML

Chromosomal deletions
Loss of function
9p-(CDK4 INHIBITOR?) P ALL
5q-(?) (?) AML
Hybrid gene formation
TAL del¼ SIL-TAL1 FUSION T T-ALL

Chromosomal inversions
Dysregulation by juxtaposition
INV14¼ TCR-TCL-1 T T-CLL
Unique product by gene fusion
INV16¼MYOSIN(MYH11)-
CBF�

T AML

Ploidy changes
Hyperdiploidy ? Bp ALL

Myeloma
þ 8

AML� 7
Point mutations
NRAS P/A Most subtypes
TP53 P/A Most subtypes

P, proliferation regulation; T, transcriptional regulation of differenti-
ation; A, apoptosis regulation; ALL, acute lymphoblastic leukaemia;
AML, acute myeloblastic leukaemia; APML, acute promyelocytic
leukaemia; T-ALL, thymic acute lymphoblastic leukaemia; Bp ALL, B cell
precursor acute lymphoblastic leukaemia; CLL, chronic lymphocytic
leukaemia; CML, chronic myeloid leukaemia.

�
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have been described; most are, however, relatively
rare. This degree of diversity arises, we assume,
because of the multiple points in the three control
circuits that are rate limiting or able to perturb cell
kinetics. Some changes are, however, much more
common than others and these are the ones that
have major clinical implications (see further).
The remarkable consistency with which these

genetic lesions are associated with subtypes of
leukaemia implies that they are critical compo-
nents of the causal pathway of leukaemogenesis. The
best evidence to support this comes from the
demonstration that these same human leukaemia-
associated genes, when cloned and transferred into
the mouse germline or into haemopoietic stem cells,
generate biologically similar leukaemias in offspring
or transplant recipients, respectively. Crucially,
however, leukaemia initiation in these circumstances
requires additional ‘secondary’ mutations.

18.5 Origin of mutations and the
natural history of leukaemia

Virtually all of the described mutations in leuk-
aemia are non-constitutive or acquired. They are
assumed to arise either pre- or post-natally as a
consequence of either random errors in DNA
replication and recombination, perhaps under

conditions of proliferative stress, or as a
consequence of genotoxic exposure. Different leu-
kaemias may well have distinct aetiologies in this
respect and there is considerable epidemiological
evidence to support the involvement of a variety of
pathways or agents, including ionizing radiation,
chemicals, and microbial infection (see Chapter 2
and references given at the end of this chapter).

Except in rare cases of known medical or indus-
trial/occupational exposure that result in leuk-
aemia after a period of some years, or even a
decade or two, we have little insight into the
detailed natural history of adult leukaemia (lym-
phoma or myeloma). The situation is different for
childhood leukaemia where considerable progress
has been made. It turns out that the common
chromosome translocations observed in subtypes
of acute leukaemia arise predominantly before
birth, during foetal haemopoiesis, that is, they are
early or initiating events. The evidence for this
derives from the use of fusion gene sequences as
unique (patient- and clone-specific), stable and
sensitive markers of the malignant clone.

In identical monozygotic twins with concordant
leukaemia (i.e. both have the disease), the same
unique fusion gene sequence is present, yet this
fusion depends upon randomly positioned breaks
in introns of the relevant genes (e.g. TEL, AML1)
and is acquired not inherited. This outcome is only
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Figure 18.6 Mix and match gene fusions with TEL and AML1. Arrows indicate particular gene pairings and associated subtype of leukaemia.
ALL, acute lymphoblastic leukaemia; AML, acute myeloblastic leukaemia; CML, chronic myeloid leukaemia; CMML, chronic myelomonocytic
leukaemia; MDS, myelodysplastic syndrome (a form of myeloid pre-leukaemia). CBFa, core binding factor a subunit is product of AML1/RUNX1;
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possible if leukaemia is initiated by gene fusion in
a single cell in one foetus. The leukaemias are
shared because twins are blood cell chimaeras in
60% of cases, a consequence of sharing a single
placenta within which there are vascular ana-
stomoses. This evidence for a pre-natal origin of
acute leukaemia via chromosome translocation is
directly substantiated by retrospective scrutiny, by
PCR (polymerase chain reaction), of archived neo-
natal blood spots (Guthrie cards) of children with
leukaemia (Figure 18.7). These small blood spots of
30 ml, routinely collected after birth for screening
for metabolic disorders, can be shown to contain
small numbers of cells with the unique fusion
gene sequence subsequently present in the indi-
vidual leukaemic cell. Remember again that these
sequences are not inherited.

These data indicate that acute leukaemia in
children is frequently initiated in utero, probably by
the chromosome translocation itself. But, as antici-
pated, this single genetic event is usually insuffi-
cient for overt, clinical leukaemia. We know this
because: (1) the concordance rate for leukaemia in
twins is �10% not 100%; (2) these same genes only
induce leukaemia as experimental transgenes in vivo
(in mice) if complemented by additional genetic
abnormalities; and (3) functional fusion genes
(e.g. TEL-AML1) and expanded pre-leukaemic cells
occur in normal newborns that will never develop
leukaemia (in fact 100 times the frequency of the

disease itself ). The essential secondary genetic
abnormalities will usually occur post-natally and
often involve chromosomal deletions or kinase
mutations. For example, most cases of childhood
ALL with the TEL-AML1 fusion have secondary
deletions of the normal TEL allele. Other cases of
childhood ALL with hyperdiploidy as an early
(pre-natal) event often have secondary FLT3
mutations. With progression of disease (and high
leukaemic cell levels), additional genetic changes
including p16/CDKN2A deletion/methylation and
TP53 mutation may occur.

18.6 Target cells in leukaemia

The morphology, immunophenotype, and mutant
genes in leukaemic subsets provide an indication of
the lineage and cell type that has been clonally
selected in the disease. This information has, in
principle, provided the framework for differential
haematological and pathological diagnosis for
almost a century, albeit with many biological
refinements over the past two decades. But how
does the leukaemic phenotype relate develop-
mentally within haemopoiesis, to the single ‘target’
cell whose transformation must have initiated
clonal expansion and subsequent leukaemia evolu-
tion? Factors that need to be taken into account
include the stringency of differentiation arrest and
the possibility that some mutant genes may directly
or indirectly produce an aberrant or misleading
developmental phenotype.
The phenotype of leukaemic clones may gener-

ally reflect the developmental level or window of
maturation arrest within the haematopoietic hier-
archy. However, both the minority clonogenic stem
cells driving or sustaining the disease, and the cell
type that was initially transformed by mutation can
lie anywhere antecedent or ‘upstream’ of the mat-
uration arrest position. More insight can be gained
into this issue by physical separation of stem cells
by means of their cell surface antigenic properties
and assaying for the presence of chromosome
translocations (e.g. by interphase fluorescence
in situ hybridization; see Chapter 6) and by trans-
plantation into SCID/NOD mice. Such experiments
have usually indicated that these cells have a
more primitive phenotype than the bulk of their
progeny, which must therefore undergo at least
limited differentiation. Another strategy to identify
the developmental level of clonal expansion is to
evaluate, independently of the bulk population
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Figure 18.7 Detection of clonotypic fusion gene sequences in
neonatal blood spots (Guthrie cards). Basic scheme of PCR-based test
identifying same amplicon and genomic fusion sequence (MLL-AF4 in
this example) in diagnostic/leukaemic DNA and Guthrie card DNA
(of same individual). M, markers; 10 and 1¼ ng DNA (titration);
C, control; P, patient DNA sample.
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phenotype, what lineages contribute to the
leukaemic population, as judged by a shared clonal
marker. For this purpose, cells belonging to differ-
ent lineages must be identified or sorted with
appropriate markers (usually monoclonal antibod-
ies) and then interrogated for the presence of one or
more of the chromosomal or molecular markers
that are available as indicators of common clonal
descent. When these types of analyses are per-
formed, it is clear that many acute leukaemias, in
which the population phenotype is dominated by
one lineage or cell type, do, in fact, originate in dual
or multilineage stem cells, with growth advantage
and/or differentiation competence into different
lineages being selectively expressed. The clearest
example of this is with chronic myeloid leukaemia
which has an overwhelmingly mature granulocytic
lineage phenotype, but a multipotential lympho-
myeloid stem cell origin. An important implication
of these findings, paralleled in transgenic animals,
is that chromosome translocation-derived fusion
genes arising in multipotential stem cells have cell
type-specific impacts.
It is possible to draw up a lineage map that

identifies the likely developmental origins of

different types of blood cell cancers (Figure 18.8).
This analysis suggests that three ‘tiers’ of stem
cells at risk exist in leukaemia and related disease:
multipotential stem cells, lineage-restricted stem
cells, and mature lymphoid stem cells. It is likely,
though not formally proven, that most leukaemias
and other cancers involve tissue stem cells
responsible for embryonic morphogenesis (the
paediatric tumours) or for sustained turnover (or
regenerative capacity) in lymphomyeloid tissues,
epithelial tissues, and endocrine organs. Mature
lymphoid stem cells are, however, unusual. Des-
pite being highly differentiated, they retain self-
renewing stem cell properties and may benefit
from a decade or more life span (as a clone or as
individual cells residing out of cycle) with
extensive proliferative potential and differenti-
ation competence, that is, cytotoxic T-cell function
or antibody secretion (see Chapters 20 and 26).
There are sound reasons of immunological eco-
nomy why we should preserve, for a long time,
clones of cells with a memory of antigenic or
infectious exposure, but this arrangement does
pose an unusual risk to mature cells that is
seldom, if ever, found in other tissues that do
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not normally indulge in clonal selection and
conservation.

Considerations of precise cellular origins may
seem somewhat esoteric, but they do have practical
implications. Clonogenic cells residing at the
various developmental levels have different inher-
ent sensitivities to cancer drugs and radiation.
Attempts to purge leukaemic clones using
differentiation-linked markers (e.g. antibody),
either as a purging agent or as an indicator of effi-
cacy of other agents, require that we can identify
the position of most or all clonogenic leukaemic
cells within the haemopoietic hierarchy. A similar
argument can be made for breast, prostate, and
other cancers.

18.7 Clinical and epidemiological
implications of leukaemic cell and
molecular biology

The remarkable insights that have been acquired
into both normal haemopoiesis and leukaemia over
the past two decades have found some practical
applications andhavepotentially profound implica-
tions for future clinical and epidemiological
endeavours. Some of these applications and con-
cepts merit special attention. First, the molecular
changes that drive the disease now provide specific
diagnostic markers for disease subtypes. We
already know for some of these, for example, BCR-
ABL, MLL gene fusions and TP53 alterations, that,
independently of other features of disease, they
have a strong association with very poor prognosis
in the context of currently applied therapeutic
cocktails and regimes. Such cases are therefore
being routinely identified and selected when
possible for alternative therapies; for example,
intensified chemotherapy and/or subsequent
normal stem cell transplantation. Second, the
molecular markers provide not only very specific,
but very sensitive and stable clonal markers.
Quantitative PCR-based methods can detect
10�4–10�6 leukaemic cells via these unique or clo-
notypic markers. These methods have already
provided data that is predictive of the subsequent
clinical course (i.e. continued remission or relapse)
for groups of patients and are being used as an
important aid to patient management guiding con-
tinuation, modification, or cessation of therapy.

Chromosome translocation-generated fusion
genes may be appropriate targets for selective,

non-toxic therapy. This is exemplified by clinical
studies with retinoid derivatives targeting retinoic
acid receptor gene fusions in acute promyelocytic
leukaemia (APML), histone deacetylase (HDAC)
inhibitors for repression of AML1-ETO function in
AML and, in particular, imatinib (Glivec), a select-
ive kinase inhibitor in BCR-ABL positive leukae-
mias. Other emergent technologies can, in principle,
target chromosome translocation products at the
level of DNA, mRNA, or protein.
Finally, the identification of unique molecular

aberrations in particular leukaemias and lym-
phomas may aid epidemiological investigations
into aetiological or causal mechanisms. We know
that the causation of blood cell cancer can involve
ionizing radiation, chemicals such as benzene,
and, in two cases at least, viruses—HTLV-1 in
adult T-cell leukaemia and EBV in Burkitt’s lym-
phoma. The cause(s) of most cases of leukaemia
remain unknown although recent research has
strongly, albeit indirectly, implicated infection in
childhood ALL and maternal–foetal chemical
exposures during pregnancy for infant leukaemia
(with MLL gene fusion). These associations are
further endorsed by the discovery of inherited
normal alleles of genes that can increase risk. In
childhood leukaemia, these include immune
response genes (HLA class II), enzymes involved
in folate metabolism (MTHFR) and an enzyme
(NQ01) that detoxifies certain classes of genotoxic
chemicals. Such molecular epidemiological studies
are ongoing but already they provide potent
evidence that biologically distinct subtypes of
leukaemia (and lymphoma) have distinctive cau-
ses and raise the further prospect of preventative
intervention.
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19.1 Introduction

Animalmodels have been invaluable in the study of
human cancer, and they will undoubtedly continue
to be so. Spontaneous aswell as carcinogen-induced
malignancies have been studied in baboons, dogs,
birds, rabbits, hamsters, rats, mice, and zebrafish;
even fruit flies have been instrumental in the iden-
tification of Drosophila tumour suppressor genes
(TSGs) with orthologues involved in human cancer.
Nevertheless, the mouse remains the animal of
choice for several reasons. First, mice and humans
have roughly the same complement of genes, and
most signalling pathways are highly conserved
between the two species. Indeed, tumours that
either develop spontaneously or after carcinogen
exposure in both mouse and human harbour muta-
tions in the same classes of genes, indicating that
similar mechanisms govern tumour development.
A second reason for choosing the mouse is that
many strains are available. Extensive breeding
programmes employing various breeding strategies
have yielded a bumper crop of isogenic, congenic,
and recombinant mouse strains with broad appli-
cations in cancer research. Lastly, the possibility to
modify the mouse germline has enabled us to
manipulate gene expression and gene function in a
controllable fashion. Especially, the latter develop-
ment has dramatically increased the possibilities—
and expectations—of mouse tumour models, and
has paved the way for ‘the modern era’ of cancer
research. Genetically engineered mice (GEM) have
provided great insight into the functions of cancer
genes, and the pathways in which they act. They
have also allowed direct assessment of how cancer
genes cooperate in tumorigenesis, and permitted
identification of additional genes involved in
tumour progression. Finally, they hold significant
promise for establishing improved preclinical
models.

19.2 Naturally occurring mutants
and their use

Many tumour-prone strains of mice and rats have
been developed over most of the twentieth century
by selective breeding on the basis of a particular
tumour predisposition. As a result, hundreds of
inbred strains are available that can be of use in
unravelling the many genetic components that can
affect tumorigenesis (www.informatics.jax.org/
external/festing/search_form.cgi).

19.2.1 Generating tumour-prone mouse
strains by selective breeding

The creation of tumour-prone mouse strains
through selective breeding began almost a century
ago when William Castle and Clarence Cook Little
employed consecutive generations of brother–sister
matings to produce inbred or ‘isogenic’ strains of
mice. Many of the resulting strains displayed
increased susceptibility to developing spontaneous
or carcinogen-induced malignancies. Examples
include the lymphoma-prone AKR mice, the A,
BR6, C3H, DBA, GR, and RIII strains of mice with a
high incidence of mammary tumours, and the
BALB/c strain with susceptibility to pristane-
induced plasmacytomas.

In the mammary tumour-prone strains, the ‘milk
factor’ was identified as the causative agent, lead-
ing to the discovery of the mouse mammary
tumour virus (MMTV) and ultimately the cellular
oncogenes that are activated by juxtaposed MMTV
proviruses. Similarly, the susceptibility of AKR
mice to T-cell lymphomagenesis was found to be
causally associated with the expression of two
endogenous murine Leukaemia provirus (MuLV)
loci. The susceptibility of BALB/c mice to pristane-
induced plasmacytomas is a more complex genetic
trait, with at least five Pctr loci determining whe-
ther mice develop haematopoietic tumours of the
plasma cell lineage in response to induction with
pristane, a mineral oil, which elicits a chronic
inflammatory response. The Pctr1 locus encom-
passes the cyclin-dependent kinase inhibitor gene
Cdkn2a, which encodes both p16INK4a and
p19ARF products, and BALB/c mice were found
to carry a rare allele of the Cdkn2a gene. Sub-
sequent biological assays of the Ink4a and Arf
alleles from the susceptible BALB/c and resistant
DBA/2 strains pinpointed the difference to
p16INK4a.

19.2.2 Generating tumour-prone mouse
strains by N-ethyl-N-nitrosourea mutagenesis

Valuable additions to the long-existing tumour-
prone mouse strains represent mutant mice that
have been generated by random germ-line muta-
genesis with N-ethyl-N-nitrosourea (ENU), fol-
lowed by screening for specific tumour phenotypes.
One tangible result from these mutagenesis screens
is the well-known Min mouse. This mouse mutant
carries a truncation mutation in the Apc TSG, which
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results in a high incidence of both intestinal and
mammary tumours.

More recently, phenotype-driven ENU muta-
genesis screens have been employed to identify
mouse chromosome instability mutants using a
flow cytometric peripheral blood micronucleus
assay. In this way, one recessive mutation, named
chaos1, was found to confer elevated levels of spon-
taneous and radiation- or mitomycin C-induced
micronuclei. Although cancer susceptibility of
chaos1 mutant mice remains to be established, the
data suggest that a forward genetic approach using
the surrogate marker of chromosome instability as
a screen might uncover new potential cancer sus-
ceptibility genes.

The completion of the humanandmouse genomic
sequence has enabled the design of genotype-driven
screens that lead from sequence to mutants. Such
screens can be performed for ENU-induced muta-
tions in mouse embryonic stem cells, or in parallel
archives of DNA and sperm from ENU-treated
males. A screen of a cryopreserved library of clonal,
germ-line competent ENU-mutagenized embryonic
stem (ES) cells identified a large series of allelic
mutations in the Smad2 and Smad4 TSGs by hetero-
duplex analysis. Similarly, a yeast-based protein
truncation assay was successfully used to screen for
disruption of Brca1 or Brca2 in offspring from ENU-
mutagenized outbred Sprague–Dawley rats.

19.2.3 Mapping tumour modifier genes in
tumour-prone mouse strains

Many, if not all, of the currently available tumour-
prone mouse strains show ‘background’ effects
caused by differences in the genetic make-up that
modulate the effect of the engineered mutation.
These effects may include differences in the num-
ber or type of tumours that arise, or the speed with
which they develop. Over the past decades, several
mouse models have been developed that permit
identification of tumour modifier genes that are
responsible for phenotypic differences in tumour
susceptibility. These approaches either involve
crosses between various inbred strains of mice or
employ recombinant inbred, recombinant congenic,
or advanced intercross strains.

The first tumour modifier gene came from inves-
tigations on phenotypic expression of the afore-
mentioned Min mouse strain. The development of
intestinal adenomas in these mice was found to be

strongly dependent on strain background. Breeding
of theMin allele on to a C57BL/6 background gave a
strong phenotype, whereas AKR mice were resist-
ant to Min-associated intestinal tumorigenesis due
to the presence of a modifier of Min (Mom1) on
mouse chromosome 4. Subsequent investigations
highlighted the phospholipase gene Pla2g2 as a
candidate for Mom1 by showing that the sensitive
mouse strains contain a polymorphism that intro-
duces a premature stop codon within the PLA2G2
protein coding sequence.However, PLA2G2has not
yet been shown to play a significant role in human
(intestinal) tumorigenesis.

19.2.4 Mapping tumour susceptibility
genes in recombinant congenic strains

One approach for systematic mapping of tumour
susceptibility genes entails the generation of a ser-
ies of approximately 20 recombinant congenic
strains (RCSs) derived from two inbred strains that
differ in their susceptibility to developing tumours.
A random 12.5% of the genome of a tumour-
susceptible donor strain is transferred to the
relatively tumour-resistant background strain.
Consequently, polygenic traits in the donor strain
become separated in the 20 RCSs and can thus be
studied independently. The RCS system has been
used to map the chromosomal location of several
Sluc genes, which confer susceptibility to lung
cancer, and Scc genes, which predispose to colon
cancer. Interestingly, several Sluc and Scc loci have
no apparent individual effect, but show a strong
reciprocal interaction, meaning that the genotype at
one locus determines the effect of the allele at the
second locus and vice versa. These findings dem-
onstrate that genetic interactions are likely to play
an important role in determination of tumour sus-
ceptibility. Thus far, only the colon-cancer sus-
ceptibility locus Scc1 has been analysed in detail by
positional cloning, culminating in the identification
of the receptor-type protein tyrosine phosphatase
Ptprj as the underlying gene. Interestingly, in
human colon, lung, and breast cancers frequent
heterozygous deletion of PTPRJ is found, indicat-
ing that PTPRJ may also be relevant to human
cancer. In particular the observed allelic imbalances
resulting in loss of heterozygosity, and somatically
acquired missense mutations suggest that specific
polymorphisms in PTPRJ could play a role in pre-
disposition to cancer.
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19.2.5 Mapping tumour susceptibility genes
in interspecies intercross strains

One of the potential limitations of the RCS system is
that the relatively limited genetic diversity between
the inbred parental strains will only result in a
restricted set of phenotypic differences that can be
studied. An alternative approach, which has led to
the detection of multiple, dominant resistance loci,
has been to exploit the genetic diversity between
Mus musculus and wild mouse strains such as Mus
spretus. Crosses of M. musculus with M. spretus are
highly resistant to carcinogen-induced tumour
development in the skin, liver, colon, lung, and the
lymphoid system, suggesting that M. spretus has
multiple, dominantly acting resistance genes. This
prediction was confirmed by the mapping of sev-
eral loci that control resistance to skin carcinogen-
esis and lung tumour development. Recently,
linkage analysis and haplotype mapping in inter-
specific crosses has led to the identification of the
Stk6 gene as a candidate skin tumour susceptibility
gene. The Stk6 allele inherited from the susceptible
M. musculus parent was expressed at elevated
levels in normal cells and preferentially amplified
in skin tumours from F1 hybrid mice. Preferential
amplification and increased activity in in vitro
transformation assays was also observed for a
common genetic variant in the human homologue
of Stk6 (STK15), suggesting that specific STK15
variants may also play a role in human cancer
susceptibility.

19.3 Chemically induced tumours

In 1915, the Japanese scientist Katsusaburo Yama-
giwa tested by repeated applications of coal tar
to the skin of rabbits the idea that chronic irrita-
tion causes cancer (advanced by his former teacher
Rudolph Virchow years earlier). After a year,
tumours appeared at the site of application in a
fraction of the animals, thus providing the first
direct demonstration of chemical carcinogenesis.
Yamagiwa was so much delighted with their
results that he composed a haiku: ‘Cancer was pro-
duced. Proudly I walk a few steps’.
Since the pioneering work fromYamagiwa, many

other suspected chemicals have been shown to be
tumour producing in experimental laboratory ani-
mals, usually rodents. The advantage of chemically
induced tumour models is that autochthonous

tumours can be induced rapidly, reproducibly, and
relatively inexpensively. Moreover, many parallels
exist between carcinogenesis in mice and trans-
formation of human cells. Notably, the spectrum of
mutated genes in human cancers is by and large
conserved in chemically induced mouse tumours.
Carcinogens may produce tumours at the site of
application (e.g. on the skin), at the site of absorp-
tion (e.g. the fore-stomach after oral administra-
tion), at the site of metabolic breakdown (e.g. the
liver), or in the excretory organs. In some instances,
a carcinogen may produce tumours in an entirely
unexpected organ. For example, oral administration
of the carcinogens 7,12-dimethylbenzanthracene
(DMBA) and N-nitroso-N-methylurea (NMU) cau-
ses breast cancer in rats, but only when given at a
particular time during puberty. If NMU is given to a
pregnant animal it acts transplacentally to produce
schwannomas in the offspring. Interestingly,
tumours arising in these two tissues are specifically
associated with activation of different oncogenes,
for example,HrasG12V in mammary carcinomas and
Erbb2 in schwannomas.

19.3.1 Two-stage model of skin
carcinogenesis

Chemical carcinogens can induce skin tumours in
micewith high efficiency.A classicalmousemodel is
the two-stage skin carcinogenesis model, in
which cancer is induced by a combination of
tumour-initiating and tumour-promoting agents. In
this model, the first ‘initiation’ stage involves a sin-
gle exposure of epidermal cells to carcinogens such
asDMBA, resulting in a small subset of initiated cells
carrying irreversiblemutations in oncogenes and/or
TSGs. The second ‘promotion’ stage involves repe-
ated applications of non-mutagenic agents, such as
the phorbol ester 12-O-tetradecanoylphorbol-13-
acetate (TPA), that bring about important epige-
netic alterations in initiated cells, facilitating their
clonal expansion and leading to the formation of
benign tumours or papillomas. The promotion stage
is initially reversible, but leads to irreversible chan-
ges and ultimately to a progression stage, during
which papillomas develop into rapidly growing
invasive lesions known as carcinomas. Early studies
on the two-stage skin carcinogenesis model pro-
vided evidence that activation of the Hras gene
represents a consistent and early step in carcinogen-
induced skin tumorigenesis.
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The two-stage skin carcinogenesis model has
been widely used to study the effects of targeted
mutations in cancer-associated genes on skin
tumorigenesis. In some cases, this has yielded
intriguing results. For example, despite the predis-
position of Trp53 knockout mice to a broad spec-
trum of tumours and the occurrence of Trp53
mutations in progressed skin tumours, p53-
deficient mice do not show an increased predis-
position to chemically induced skin tumours.
However,progressiontomalignancyisgreatlyaccel-
erated in the p53-deficient animals, suggesting that
this gene operates primarily at the late progression
stage of carcinogenesis. Another surprising result
came from studies on transgenic mice expressing
the E2F1 transcription factor in various epithelial
tissues, including skin. Although these mice
developed spontaneous skin tumours, they were
found to be resistant to chemically induced skin
carcinogenesis, thus demonstrating that increased
E2F1 activity can either promote or inhibit tumor-
igenesis, depending on the experimental context.
Additional experiments indicated that the tumour
suppressive effect of E2F1 involves the induction
of apoptosis at the promotion stage. The two-stage
skin carcinogenesis model has also been instru-
mental in measuring the effects of telomere length
on epithelial tumorigenesis. Whereas, chemically
inducedpapillomadevelopment in early-generation
telomerase-deficient mice was comparable to
wild-type animals, late-generation telomerase
knockout mice, which have short telomeres, dis-
played a marked resistance to carcinogen-induced
tumorigenesis, suggesting that anti-telomerase-
based therapies could be effective in epithelial
tumours.

Given the frequent activation of Hras in chemic-
ally induced skin tumours, the two-stage model can
also be effectively used to map critical regulators of
oncogenic Ras in skin tumorigenesis. An elegant
example represents a study on mice that lack the
Rac-specific activator Tiam1. The resistance of
Tiam1-deficient mice to carcinogen-induced skin
tumorigenesis highlighted an essential role for a
Rac-specific activator in tumorigenesis in vivo, and
the requirement of Tiam1 for effective skin tumour
initiation implicates Tiam1 as a critical component
of Ras-induced tumour formation. Tiam1 appears
to be essential for survival and proliferative capa-
city of cells initiated with DMBA and TPA. These
functions of Tiam1 are in agreement with studies

that implicate Rac in the suppression of apoptosis
elicited by oncogenic Ras.

19.3.2 Carcinogen-induced colon
cancer models

Colorectal cancer induced by 1,2-dimethyl-
hydrazine (DMH) or its metabolite azoxymethane
(AOM) in rats or mice shows well-defined pre-
cancerous stages. A sequence of pathological
changes can be observed before overt carcinomas
develop, and the type and amount of altered colon
epithelium depends on carcinogen dosage as well
as length of treatment. Submucosal glands become
dysplastic and benign polyps (adenomas) arise
with increasing incidence with both dosage and
time. Histologically, carcinomas can be shown to
develop directly from polyps and, more rarely,
from abnormal glands, indicating that these are
precancerous stages in colon carcinogenesis.
Rodent models of chemically induced colon

cancer are especially suitable for studying the
potential role of various dietary and environmental
factors in colorectal tumorigenesis. In addition,
these models have been used to test the effects of
chemopreventive agents such as non-steroidal anti-
inflammatory drugs (NSAIDs) that function
through inhibition of cyclo-oxygenase-2 (COX-2).
Indeed, increased levels of COX-2 have been found
in experimentally induced colon tumours in
rodents. Treatment of these animals with the
NSAIDs sulindac or celecoxib resulted in a signi-
ficant reduction in both the number of intestinal
adenomas and the total tumour volume.

19.4 Transplantation of human and
animal tumours as models

Tumour transplantation models have now been
used for more than 50 years, and, collectively, these
studies have provided many important insights
into the biological and therapeutic aspects of
leukaemia and, to a lesser extent, solid cancer.
Using the L1210 Leukaemia transplantation model,
Skipper et al. (1964) showed that a given dose of a
drug will kill a fixed fraction, not a fixed number, of
widely different-sized leukaemia cell populations.
This model, also known as the log-cell-kill model, is
still the pre-eminent model of tumour growth and
therapeutic regression. Again using L1210, Skipper
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showed that the emergence of drug-resistant clones
within a tumour cell population may account for
clinical treatment failure.
Although transplantation models have been

useful for cancer research, they have serious lim-
itations, which significantly reduce their value as
models for human cancer. They do not develop
spontaneously in the natural organ, nor do they
have growth rates and metastatic characteristics
that resemble the natural history in humans. Con-
sequently, they do not allow us to examine the
development of cancer, or to study the complex
interactions between cancer and the host. These
limitations are not applicable to GEM tumour
models (see Section 19.6), which may therefore
represent a better paradigm for human cancer
development.

19.4.1 Transplantable syngeneic rodent
tumours

Key to the development of transplantable tumour
models was the generation in the 1920s of inbred
strains of mice that allowed the successful trans-
plantation of mouse tumours into syngeneic hosts.
Several of the ensuing transplantation models have
been the foundation of cancer drug development,
most notably the murine L1210 and P388 leukaemia
models, which were a central component of the
initial drug discovery programmes employed by
the National Cancer Institute (NCI). Besides leuk-
aemia models, a number of murine syngeneic
models for solid tumours have been developed.
These models include different mammary adeno-
carcinomas (e.g. mam-16/C, mam-44), colon carci-
nomas (e.g. colon-26, colon-51), pancreatic
adenocarcinomas (e.g. panc-02, panc-03), Lewis
lung carcinoma, and the B16 melanoma model that
has been widely used for metastasis studies. Fur-
thermore, drug-resistant variants have been
developed for the purpose of evaluating cross-
resistance and collateral sensitivity (meaning that a
drug-resistant variant displays a higher sensitivity
to a specific compound than the parental model).
An apparent advantage of syngeneic mouse

tumour models over the human xenograft tumour
models is the histocompatability of the tumour cells
with the host animal, which obviates the need for
immunodeficient recipients. However, selection of
variant sublines during in vitro or in vivo propaga-
tion, or genetic drift of the inbred strains from

which the tumours were originally derived can
cause tumour–host incompatibility, which usually
results in reduced performance or excessive cur-
ability of the model. An example of the latter is a
deviant line of Lewis lung carcinoma that was
highly curable by agents that historically had no
activity against the tumour. At least one agent was
wrongly advanced to clinical trials on the strength
that it was able to cure this particular Lewis lung
carcinoma subline.

19.4.2 Xenotransplantation of human cancer
cell lines in immunodeficient mice

With the advent of the immunodeficient nude
mouse mutant, it became possible to model
human cancer by xenografting of human tumour
cells or tissue into mice. The ensuing success of
xenotransplantation models and the ability to
maintain the histological and biological identity of
tumours through successive passages in vivo
revolutionized many aspects of cancer research,
including drug development. Although trans-
plantation of tumour cells can be accomplished via
several routes, subcutaneous implantation has
been the predominant site for transplantation
because of its simplicity and easy access to the
developing tumour. Usually, between 106 and 107

tumour cells are injected into the flank of the
animal. Tumours usually require a few days to
several months to grow, depending on the growth
rate of the cell line used. Many human tumour
xenografts have been established to date, covering
all common types of solid human tumours.
However, an important limitation of these models
is the lack of metastasis from the subcutaneous
site. Although in some cases experimental meta-
stasis can be produced by intravenous injection of
cells in nude mice, this can be more efficiently
achieved by orthotopic transplantation of the
tumour cells, which provides the tumour cells
with a more optimal environment for growth and
progression. Currently, orthotopic xenograft sys-
tems have been developed for a variety of human
cell lines derived from metastatic cancers of the
brain, lung, breast, ovaries, colon, pancreas, pro-
state, and melanoma. Many of these cell lines have
now been transfected with green fluorescent pro-
tein (GFP) or luciferase genes, yielding models in
which cells from tumours and metastases can be
imaged.
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19.5 Methods to manipulate the mouse
germline

In the last decades of the twentieth century, the field
of mammalian genetics has been revolutionized by
the development of methods for modification of the
mouse germline. The first breakthrough was pub-
lished in the early 1980s, when it was shown that
new genes could be introduced into the mouse
germline via direct pronuclear injection of exogen-
ous DNA into fertilized one-cell mouse eggs, and
that appropriate promoters could drive somatic
expression of these so-called transgenes in mouse
tissues. Only a few years later, a second major
advance in mouse engineering was reported,
namely the possibility to introduce specific muta-
tions into endogenous genes and transmit these
through the mouse germline.

19.5.1 Transgenesis

Currently, three methods exist for the generation of
transgenic mice: (1) DNA microinjection of ferti-
lized oocytes, (2) infection of pre-implantation
embryos by recombinant retroviruses, and (3) gene
transfer into ES cells followed by injection of
transgenic ES cells into blastocysts. Whereas the
latter approach has been predominantly used for
the generation of targeted mutations by homolog-
ous recombination, the other two methods have
spawned large numbers of transgenic mouse
strains. Until now, microinjection of naked DNA
has been the method of choice for generating
transgenic mice, because of its high efficiency and
the possibility to introduce large DNA fragments.
The major drawback of this technique is the poor
level of control over the manipulation, since the
microinjected DNA is mostly concatemerized in
head-to-tail arrays and inserted into more or less
random chromosomal sites. For this reason,
alternative methods have been employed that use
retroviruses as gene delivery vehicles because they
are able to stably integrate into the genome of
infected cells. However, the generation of trans-
genic animals with retroviral vectors is impractical
because silencing of the provirus during develop-
ment results in low to undetectable levels of
transgene expression. Recently, these issues have
been solved by the use of lentiviral vector systems
for gene delivery to one-cell embryos or ES cells.
Transgenesis by lentiviral vectors overcomes many

of the limitations of pronuclear injection, as it is
more efficient, less invasive to the embryos, and
technically less demanding. In addition, it allows
transgenesis in a wide range of inbred strains that
are less suitable for pronuclear injection as a result
of poor yield of zygotes or fragility of the early
embryos. Moreover, since this technique does not
require visualization of the pronucleus, it has the
potential to be extended to other animal species.

19.5.2 Inducible transgene expression

Several strategies for temporally controlled and
reversible transgene expression in vivo were
developed during the 1990s , and more refinements
and/or alternatives will undoubtedly follow in the
years to come. Only a few systems have been suc-
cessfully applied in mouse tumour models because
many approaches suffer either from leakiness (i.e.
unwanted expression in the absence of the inducer)
or from poor inducibility (i.e. insufficient expres-
sion in the presence of the inducer). Currently, the
best-characterized and most versatile inducible
approaches use the tetracycline (tet)-mediated
expression systems. These systems rely on the
specific, high-affinity binding of the Escherichia coli
tet repressor protein (tetR), or its derivatives, to the
tet operator (tetO) sequences (Figure 19.1(a)). When
tetR is fused to the herpes simplex virus VP16
activation domain, the hybrid tetR/VP16 protein
becomes a powerful tet-responsive transactivator
(tTA). In the absence of tet or its analogues, the tTA
protein binds tetO and initiates transcription from
artificial promoters containing these sequences.
Binding of tTA to tet, or its analogue doxycycline
(dox), results in a conformational change that dis-
rupts DNA binding and inactivates transcription.
This so-called tet-off system has been invaluable in
addressing many biological problems where a
tightly regulated genetic switch is desirable. A
second tet-regulated system employs a mutant tetR
protein that only binds to tetO sequences in the
presence of doxycycline. Fusion of this mutant to
VP16 produced a reverse tTA (rtTA) protein that
requires drug interaction to bind tetO sequences
and activate transcription. This tet-on system has
proven less effective in transgenic animals, where
in most cases induction kinetics are slow and the
fold induction is modest.
An important advantage of tet-inducible mouse

models is the excellent oral bioavailability and lack
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of toxicity of doxycycline. On the other hand, the
system is binary, and requires cross-breeding to
produce mice bitransgenic for the tet-regulatable
transgene and the tetracycline transactivator
expressed from a tissue-specific promoter.
Bitransgenic mice containing the rtTA transacti-
vator will show tissue-specific expression of the tet-
regulatable transgene following administration of
doxycycline, whereas bitransgenic mice carrying
the tTA transactivator will constitutively express

the tet-regulatable transgene in specific tissues
unless doxycycline is provided.

Other studies have utilized fusions between the
protein of interest and the tamoxifen-responsive
hormone-binding domain of the oestrogen receptor
(ERT), allowing activation of the hybrid protein by
treatment with the anti-oestrogen tamoxifen or its
derivative 4-hydroxytamoxifen. Compared to tet-
regulatablemodels, this systemoffers the advantage
of post-transcriptional control and obviates the need
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Figure 19.1 Methods for regulatable and conditional gene expression in the mouse. (a) Tet-regulatable gene expression. Tet-on systems employ a
tet-inducible transactivator (rtTA; left panel). In these systems, the rtTA binds to tetO sequences and activates transcription only in the presence
of dox. Tef-off systems use a tet-repressible transcriptional transactivator (tTA; right panel). In the absence of doxycyline (dox), tTA binds specifically
to a tetO sequence, and activates transcription. Upon binding to dox, tTA undergoes conformational changes that result in loss of sequence-specific
DNA binding. (b) Cre/loxP or FLP/FRT recombination-mediated gene inactivation can be accomplished by inserting loxP or FRT recombinase
recognition sites around exon 2, in a direct orientation. Expression of the Cre or FLP recombinase enzymes will catalyze recombination between
the recognition sites, resulting in juxtaposition of exons 1 and 3, and excision of the intervening sequence that includes exon 2. The recombination
event results in gene inactivation if the deleted exon is essential for proper gene function. (c) Cre/loxP or FLP/FRT recombination-mediated
gene activation can be achieved by using a floxed transcriptional terminator (e.g. a GFP reporter gene) to insulate the oncogene from a promoter.
In the absence of the recombinase enzyme, the reporter gene is expressed and the oncogene behind the polyadenylation (pA) signal remains silent.
Upon recombinase-mediated excision of the reporter gene, the oncogene is placed under direct control of the promoter. (d) Stochastic activation
of a latent allele through spontaneous recombination can be accomplished by engineering a silent mutant allele in which a terminator (e.g. the
neo marker gene) separates two copies of an exon with an activating mutation in the latter (indicated by an asterisk). Within mouse tissues,
spontaneous recombination occurs either within or between chromosomes during cell division. Occasionally, this will result in the excision of neo from
the engineered locus and the concomitant production of a functional wild-type or mutant allele, depending on the exact site of recombination.
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for cross-breedingdifferent lines due to thepresence
of a singlemutant allele rather than two.However, it
is difficult, if not impossible, to predict whether
fusing a particular protein to the ERT domain results
in a hybrid protein that shows good inducibility
while retaining all of its original functions.

19.5.3 Gene targeting in ES cells

Gene targeting exploits the potential to create
defined mutations via homologous recombination
in ES cells, which have the capacity to contribute to
all cell lineages including the germline. The pro-
cedure for the generation of mice that have been
genetically modified using gene-targeting strat-
egies is essentially the same, regardless of the spe-
cific targeting strategy, and involves injection of the
targeted ES cells into blastocysts, which are trans-
ferred to the uterus of a pseudopregnant foster
mother. The resulting chimeric mice are then mated
with wild-type mice, and germ-line transmission of
the targeted allele is checked in the F1 offspring.
After a number of backcrosses to wild-type mice—
required to eliminate random mutations that
accumulate in ES cells during in vitro culture—mice
that are homozygous for the targeted mutation are
produced by intercrossing heterozygous animals.

Besides the generation of ‘conventional’ null
alleles, gene targeting has been used to create
knockin alleles in which the endogenous gene is
replaced by another gene (e.g. a homologue, to
assess whether members of the same gene family
have similar functions when expressed in the same
spatiotemporal pattern). Other gene-targeting strat-
egies have been developed for the purpose of cre-
ating subtle alterations such as point mutations, as
well as complex chromosomal rearrangements such
as large deletions, translocations, or inversions.

19.5.4 Engineering conditional gene
mutations

In recombinase-mediated conditional gene muta-
tion strategies, the target gene, or part of it, is
flanked by recombinase recognition sites (loxP
or FRT) in such a way that gene function is not
compromised in the absence of the respective
recombinase (Cre or Flp). In the presence of
the recombinase, the intervening DNA segment
is deleted when the recognition sites are placed
in a direct orientation (Figure 19.1(b)). Since

recombinase expression is both necessary and suf-
ficient for catalyzing recombination between the
recognition sites, the system is tight in the absence
of the recombinase. The bacteriophage P1 Cre/loxP
recombinase system is currently the most widely
used in mammals. Several mouse strains with con-
ditional knockout alleles (dubbed ‘floxed’ alleles
because exons are flanked by loxP sites) have been
generated (www.mshri.on.ca/nagy/floxed.html).
Similarly, strains have been created in which con-
ditional activation of transgenes or knockin alleles
can be induced by Cre-mediated removal of a loxP-
flanked transcription termination sequence located
between the promoter and the protein-coding
sequence (Figure 19.1(c)). Finally, conditional trans-
locations can be engineered through insertion of
loxP sites into non-homologous chromosomes to
prime them for Cre-mediated translocation.
In all conditional mouse mutants, the Cre

recombinase can be introduced via intercrosses
with Cre transgenic mice or via somatic delivery
using Cre-encoding viruses, naked DNA, or puri-
fied Cre protein. Compound mutants harbouring
multiple conditional alleles can be bred without
compromising viability, and the rapidly growing
list of Cre transgenics (www.mshri.on.ca/nagy/
Cre-pub.html) permits an unsurpassed degree of
flexibility in tissue-specific and time-controlled
switching. Therefore, this technology can be
expected to foster the development of many dif-
ferent mouse models.

19.5.5 Engineering latent mutations

A novel strategy for generating oncogene-initiated
mouse tumour models is to create latent mutant
alleles that become expressed only upon somatic
recombination in vivo. This strategy is a modifica-
tion of the so-called ‘hit-and-run’ targeting pro-
cedure, that has been designed to introduce subtle
mutations in ES cells. The first step of this proced-
ure is performed in ES cells, and involves the
generation of a partial gene duplication at the
target locus via insertion of the targeting vector
(Figure 19.1(d)). The second step is based on the
resolution of the duplication by recombination
between the duplicated homologous sequences (via
single reciprocal intrachromosomal recombination
or unequal sister chromatid exchange), resulting in
removal of the vector sequences and one comple-
ment of the duplication from the target locus. This
second step occurs stochastically in vivo, after
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generation of mice from the targeted ES cells, and
will occasionally result in the production of a
functional wild-type or mutant gene in a stochastic
fashion throughout the animal.

19.6 Genetically engineered mouse
tumour models

Oncogene-expressing transgenic mice or conven-
tional TSG knockout mice have yielded many
cancer-prone mouse strains and thus provided
important insights into the role of particular genes
and their mutations in tumorigenesis, the coopera-
tion of individual mutations, and the multistep
process of cancer. Nevertheless, this first generation
of GEM tumour models is now being replaced by
second-generation GEM models utilizing condi-
tional gene expression. These models do not suffer
from limitations that are often encountered in con-
ventional mutants such as embryonic lethality or
the prevalent formation of tumours outside the
tissue of interest. Moreover, they allow us to study
malignant transformation in the context of the
appropriate non-mutated microenvironment. It is
conceivable that combining multiple conditional
mutations, as they are known to occur in human
cancer, may yield mouse tumours with character-
istics that more closely resemble the natural history
in humans. Already a significant number of condi-
tional and regulatable mouse tumour models have
been developed over the past few years (Table 19.1).
An excellent, comprehensive website on GEM
models of human cancer is maintained by the
Mouse Models of Human Cancer Consortium
(MMHCC) at the NCI (http://emice.nci.nih.gov/).

19.6.1 Constitutive oncogene-expressing
transgenic mice

A major advance in cancer research occurred in
1984 when tumour-prone mice were successfully
produced from oocytes injected with oncogenes.
Expression of the T antigen (Tag) oncogene from
simian virus 40 (SV40) in brain epithelium caused
brain tumours and expression of a Myc transgene
in the mammary gland led to breast cancer. These
two studies showed that transgenic studies allow
definitive tests of candidate oncogenes and
dominant-negative forms of TSGs. Moreover, the
initial steps in tumour development could now be
studied in diverse cell types within the living

animal, as the initiating mutation in the multistep
process of cancer is conferred by the expression of
the transgene. During the preneoplastic phase, any
direct effects of the transgene on cell growth or
differentiation can be studied, and potential col-
laboration between oncogenes in tumour develop-
ment can be explored by introduction of a second
gene via cross-breeding of different oncogene-
expressing transgenic strains or via somatic gene
delivery.

An excellent example of how transgenic mouse
tumour models can be used to study the stepwise
progression of cancer is the RIP (rat insulin II
promoter)-Tag model of insulinoma, in which the
RIP is used to drive expression of SV40 Tag in
pancreatic b-cells of the islets of Langerhans. RIP-
Tag mice undergo tumorigenesis through defined
stages that coincide with shifts in proliferation,
apoptosis, andangiogenesis. Pancreatic islets,which
all express the SV40 Tag, are at first morphologi-
cally normal and do not show hyperplasia. How-
ever, after 3–4 weeks hyperplastic islets begin to
appear stochastically, displaying b-cell hyperpro-
liferation and features of dysplasia and carcinoma
in situ. Angiogenic islets arise from hyperplastic
islets by switching on angiogenesis in the normally
quiescent islet capillaries, after which a small frac-
tion progresses to solid tumours. The first step in
the process, the induction of hyperproliferation,
appears associated with activation of the insulin-
like growth factor II (Igf2). The second step, com-
prising the angiogenic switch, is accompanied by
the expression of the matrix metalloproteinase
MMP-9. The well-characterized RIP-Tag model is
ideally suited for studying the effects of deregu-
lated expression of cancer genes at specific tumour
stages. For example, inactivation of E-cadherin by
expression of a dominant-negative inhibitor in RIP-
Tag animals accelerated the transition from aden-
oma to invasive carcinoma.

Another powerful application of oncogene-
expressing transgenic mice is the identification of
cooperative effects between oncogenes by genetic
complementation of transgenic mouse strains that
overexpress two different genes in the same target
cell. The utility of this approach was first demon-
strated byPhilipLeder and coworkers some16years
ago. By generating bitransgenic animals, they
showed that co-expression of HrasG12V and Myc in
mammary epithelial cells, resulted in an earlier
appearance and a higher frequency of mammary
tumours, as compared to expression of either of the
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transgenes alone. Since this landmark study, many
cooperative effects have been demonstrated in
bitransgenic animals. An alternative route to
identify genes that contribute to tumorigenesis in
oncogene-expressing transgenic mice is their iden-
tification by retroviral insertional tumorigenesis
(see Section 19.8.2).

19.6.2 Germline TSG knockouts

Targeted disruption of TSGs in the mouse germline
has been the method of choice to establish the

normal function of these genes and to create animal
models for the tumour-predisposing conditions
that are known in man. Indeed, many familial
cancer syndromes have been modelled in mice
by introducing targeted mutations in the corre-
sponding TSGs. Examples include mouse models
for retinoblastoma (Rb), Li-Fraumeni syndrome
(p53), familial adenomatous polyposis (FAP) coli
(Apc), hereditary non-polyposis colon cancer
(Msh2), ataxia telangiectasia (Atm), Cowden disease
(Pten), neurofibromatosis type 1 (Nf1), neurofi-
bromatosis type 2 (Nf2), Wilms’ tumour (Wt1),

Table 19.1 Conditional and inducible mouse tumour models

Tumour type Mutationsa References

Tumour models using Cre/loxP or FLP/FRT recombination systems
AML AML1-ETO Cancer Cell, 1, 63–74
Colorectal adenoma Apc Science, 278, 120–3
Lens tumour SV40 Tag PNAS, 89, 6232–6
Liver haemangioma Vhl PNAS, 98, 1583–8
Lung adenocarcinoma Kras Oncogene, 20, 6551–8

Genes Dev., 15, 3243–8
Mammary adenocarcinoma Brca1 (Trp53) Nat Genet, 22, 37–43
Mammary adenocarcinoma Brca2, Trp53 Nat Genet, 29, 418–25
Mammary adenocarcinoma Brca2 Oncogene 20, 3937–48
Mammary adenocarcinoma Erbb2 PNAS, 97, 3444–9
Mammary adenocarcinoma Pten Development 129, 4159–70
Medulloblastoma Rb, Trp53 Genes Dev, 14, 994–1004
Pituitary tumour Rb Oncogene, 17, 1–12
Schwannoma Nf2 Genes Dev, 14, 1617–30
Skin papilloma Ccnd1 Cancer Res, 62, 1641–7

Tumour models using latent alleles
Lung adenocarcinoma, lymphoma, skin papilloma Kras Nature, 410, 1111–16

Tumour models using in situ retroviral gene delivery
Glioma Erbb2 (Cdk4, Cdkn2a) Genes Dev, 12, 3675–85
Glioma Pdgf (Cdkn2a) Genes Dev, 15, 1913–25
Glioma PyV-mT Am J Pathol, 157, 1031–7
Glioblastoma Kras, Akt Nat Genet, 25, 55–7

Tumour models using regulatable oncogenes
Islet-cell adenocarcinoma Myc Cell, 109, 321–34
Lymphoma, leukaemia Myc Mol Cell, 4, 199–207
Lymphoma BCR-ABL Nat Genet, 24, 57–60
Lung hyperplasia Fgf7 J Biol Chem, 275, 11858–64
Lung adenocarcinoma Kras (Cdkn2a, Trp53) Genes Dev, 15, 3249–62
Mammary adenocarcinoma Myc Nat Med, 7, 235–9
Mammary adenocarcinoma Erbb2 Cancer Cell, 2, 451–61
Mammary adenocarcinoma Wnt1 (Trp53) Genes Dev, 17, 488–501
Melanoma Hras (Cdkn2a) Nature, 400, 468–72
Osteogenic sarcoma Myc Science, 297, 102–4
Salivary gland hyperplasia SV40 Tag Science, 273, 1384–6
Skin hyperplasia Erbb2 Oncogene, 18, 3593–607
Skin papilloma Myc Mol Cell, 3, 565–77

a Mutations include conditional TSG knockouts and conditional oncogenes. Conventional mutations are shown between brackets.

AN IMA L MODE L S O F CANCER 327



von Hippel-Lindau disease (Vhl). In fact, all of these
mouse strains are tumour-prone when heterozyg-
ous for TSG expression, and demonstrate loss of the
remaining wild-type allele in tumours. However,
only few heterozygous TSG knockouts recapitulate
faithfully all clinical features of the cognate human
syndrome. For example, heterozygous Rb knockout
animals develop pituitary cancer rather than eye
tumours, andNf2-hemizygous mice do not develop
schwannomas but mainly osteosarcomas. In addi-
tion, it was often not possible to generate homozy-
gous mutant mice for many TSGs due to lethal
developmental defects. Therefore, conditional
knockout alleles have been generated (see below).

19.6.3 Conditional TSG knockouts

Several studies have employed recombinase-
mediated gene disruption to produce tissue-specific
knockouts for a number of TSGs, including Apc,
Brca1, Brca2, Nf1, Nf2, Pten, Rb, andVhl, and in doing
so they induced tumour phenotypes similar to those
seen in humans. Illustrative examples are the dif-
ferentmousemodels that have been created tomimic
the human breast and ovarian cancer syndromes
associated with germ-line mutations in BRCA1 or
BRCA2. Attempts to produce mouse mammary
tumour models using germ-line Brca1 or Brca2
knockouts met with little success. Brca1- and Brca2-
deficient embryos died in utero, and, unlike humans,
heterozygous mice were not tumour-prone. Mice
homozygous for hypomorphic mutations in Brca1
were viable, but developed many different types of
tumours with long latencies, including only a small
proportion of mammary tumours. Similarly, homo-
zygous mutants carrying a hypomorphic Brca2 allele
developed lymphomas rather than mammary
tumours. In contrast, conditional mutation of either
gene in mouse mammary gland epithelium pro-
motes mammary tumorigenesis. In addition, syner-
gistic tumour suppressor activity of Brca2 and
p53 in mammary tumorigenesis could be demon-
strated by tissue-specific inactivation of both genes
simultaneously.
Other examples of TSGs that have been condi-

tionally mutated to avoid embryonic lethality are
Apc, Nf2, and Vhl. Colon-specific inactivation of a
floxed Apc allele following adenoviral transduction
of Cre-induced adenomas similar to those seen in
FAP, and Schwann cell-specific deletion of Nf2
resulted in the formation of schwannomas similar

to the human disorder. Liver-specific mutation of
Vhl led to vascular histopathologies, but no
tumours. Interestingly, liver tumours did develop
in aged Vhl heterozygotes, generated by recomb-
ination of the floxed Vhl allele in the germline,
indicating that the reduced lifespan of the liver-
specific Vhl knockout mice prohibited the forma-
tion of liver tumours.

Even when TSG deficiency does not compromise
viability, tissue-specific gene disruption might be
required to avoid a strong bias for tumour devel-
opment outside the tissue of interest. A good
example is the Trp53 TSG. Whereas p53 is mutated
in a broad spectrum of human tumours, p53-
deficient mice develop mainly lymphomas and
sarcomas. Although mammary tumours could be
produced from p53-deficient mice by orthotopic
transplantation of mammary gland epithelium into
syngeneic wild-type animals, it has been imposs-
ible to assess the tumour suppressor activity of p53
in most other tissues from Trp53 knockouts. Two
studies have used conditional Trp53 knockouts to
avoid unwanted tumorigenesis. In addition to the
aforementioned mammary tumour model based on
epithelial inactivation of Brca2 and Trp53, a
medulloblastoma model was produced by Cre-
mediated deletion of Rb and Trp53 in the cerebellar
external granular layer (EGL) cells.

19.6.4 Conditional activation of oncogenes

Similar to conditional TSG inactivation,
recombinase-mediated tissue-restricted activation
of oncogenes can be achieved by employing a
transcriptional terminator flanked by recombinase
target sites to separate a tissue-specific promoter
from the oncogene. This approach was first used by
Lakso et al. (1992) to create an oncogenic mouse
strain that expressed SV40 Tag in the eye lens upon
Cre-mediated activation, resulting in the formation
of lens tumours. Following a similar strategy, two
models have beendeveloped for conditional expres-
sion of KrasG12D. One study employed transgenic
mice in which Cre expression caused juxtaposition
of KrasG12D to the broadly active actin promoter; the
second study used a knockin strategy to achieve
Cre-induced KrasG12D expression under normal
physiological control. Both models employed
adenovirus-mediated Cre delivery, which provides
two clear advantages over transgenic Cre expres-
sion. First, the number of lung tumours could be
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controlled by limiting the multiplicity of infection.
Second, the introduction of Cre via a single infec-
tion serves as the initiating agent, thus syn-
chronizing tumour onset and progression. Indeed,
the resulting tumour lesions shared many features
with human non-small cell lung cancer. Other
published examples of mouse tumour models
based on Cre-mediated oncogene activation include
models for Erbb2-induced mammary tumours, skin
tumours induced by cyclin D1, and a model for
acute myeloid leukaemia (AML) based on condi-
tional expression of an AML1–ETO fusion protein.

19.6.5 Conditional translocations

Conditional translocations can also be induced by
site-specific recombination. Using the Cre/loxP
system, loxP sites can be introduced into two non-
homologous chromosomes. Expression of Cre can
then be performed in vitro to permit selection for the
translocation event. Alternatively, somatic translo-
cation can be induced by Cre expression in vivo. The
feasibility of this concept was recently demon-
strated by Forster et al. (2003) who generated a
mouse model of human MLL-ENL translocation-
associated leukaemia by engineering de novo
reciprocal chromosomal translocations. Develop-
mentally regulated Cre-mediated inter-
chromosomal recombination between the Mll gene
on mouse chromosome 9 and the Enl gene on
chromosome 17 creates reciprocal chromosomal
translocations that cause myeloid tumours due to
the expression of an Mll–Enl fusion protein. Hence,
these so-called translocator models may effectively
recapitulate naturally occurring human cancer-
associated translocations.

19.6.6 Mice carrying latent mutant alleles

Johnson et al. (2001) have employed a smart ‘hit-
and-run’ strategy to produce a mouse model for
Kras-induced sporadic cancer. The endogenousKras
allele was targeted to create a latent KrasG12D allele
that becomes stochastically expressed in somatic
cells following spontaneous intrachromosomal
recombination. The low but substantial incidence
of KrasG12D expression gives rise to scattered
cells that—at least initially—express the mutant
gene under normal physiological control. In this
model, oncogene activation occurs at random,
thereby mimicking the sporadic occurrence of Kras

mutations in many different human cancer types.
Indeed, these mice developed, in addition to early-
onset lung tumours, multiple extrapulmonary
tumours, and preneoplastic lesions, including thy-
mic lymphomas, cutaneous papillomas, and aber-
rant crypt foci of the colon. It should be stressed that
although this approach effectively models sporadic
gene mutation, it does not feature any control over
gene expression.

19.6.7 Inducible oncogene expression

Several oncogenes have been expressed in trans-
genic mice in a regulatable fashion and, collectively,
these experiments have taught us some important
lessons. Most importantly, in nearly all instances,
oncogene expression appears to be essential not
only for tumour initiation but also for tumour
maintenance. The examples are manifold: melano-
mas in Cdkn2a-deficient mice with dox-induced
HrasG12V expression in melanocytes underwent
complete regression upon dox-withdrawal, lung
tumours required continued expression of tet-
regulatable KrasG12D and lymphomas regress
rapidly following shut-off of Myc or BCR-ABL.
Similar observations have been reported for several
other models with inducible oncogene expression
(Table 19.1). The almost universal need for sus-
tained oncogene expression to support tumour
maintenance shows that there is little or no redun-
dancy within the set of complementing mutations
that have accumulated in end-stage tumours, and
implies that targeting a single oncogenic pathway
may have a profound therapeutic effect. This notion
has been extended even further by recent observa-
tions in a transgenic mouse model of Myc-induced
osteogenic sarcoma, showing that even the brief
inactivation of a single oncogenemight be sufficient
to result in the sustained loss of a neoplastic pheno-
type. These remarkable findings suggest that it
might be possible to treat certain cancers by only
briefly or intermittently inactivating an oncogene.
The observation that, following Myc inactivation,
immature osteogenic tumours differentiated into
mature osteocytes, has led to the hypothesis that, at
least in some cases, brief oncogene inactivation
might revoke tumorigenesis by inducing cellular
differentiation and concomitant changes in the epi-
genetic programme, resulting in a non-permissive
differentiative state. If the oncogene becomes reac-
tivated in this non-permissive differentiative state,
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the cells could fail to proliferate and, instead,
undergo apoptosis.
However, some caution, is in order because in a

few settings mice showed only partial tumour
regression or even relapse. An early example is a
salivary gland tumour model based on tet-
repressible expression of SV40 Tag. Inhibition of
Tag expression caused complete reversion of ductal
hyperplasias in young mice up to the age of four
months, but not in mice of seven months and older.
The observation that the non-regressing lesions
remained polyploid in the absence of Tag suggests
that these cells somehow acquired mutations that
obviated the need for Tag expression. Similar
mechanisms may be responsible for the develop-
ment of BCR-ABL-independent leukaemia in a
tet-repressible BCR-ABL transgenic line, and non-
regressing tumours in a tet-repressible Myc lym-
phoma model.
Mouse tumour models with controllable onco-

gene expression have also been instrumental in
assessing the direct effects of initiation or termina-
tion of oncogene expression in the target cells or the
tumour, respectively. In most cases, shut-off of
oncogene expression causes rapid apoptosis in the
tumour cells, but also paracrine effects have been
observed. For example, abrogation of HrasG12V

expression in malignant melanomas triggered
apoptosis in both tumour cells and endothelial
cells, suggesting that the tumour-promoting activ-
ities of HrasG12V are in part non-cell-autonomous.

19.6.8 RCAS-TVA-based retroviral gene
targeting

An entirely different method to create mouse
tumour models employs replication-competent
avian leucosis retroviral vectors (RCAS) to deliver
genes to somatic cells in situ. This approach takes
advantage of the fact that normal mice cells lack the
TVA receptor, required for retroviral entry, and are
therefore resistant to avian virus infection. Tissue-
specific expression of the retroviral receptor in
transgenic animals renders the particular tissue
susceptible to transduction with RCAS viruses.
Retroviral gene delivery to TVA-expressing cells is
achieved by local injections of RCAS-producing
cells or viral particles in situ.As the infected murine
cells do not produce infectious virus, they remain
susceptible to reinfection. Therefore, different
oncogenes can be introduced in the same cells,

rendering the system particularly useful for
studying oncogene cooperation in tumorigenesis.
RCAS–-TVA-based retroviral gene delivery has
been used extensively to model gliomagenesis in
mice (see Table 19.1). Recently, this system has also
been used to produce a mouse ovarian tumour
model by in vitro transduction of TVA-expressing
primary ovarian cells with different oncogenes,
followed by transplantation of infected cells into
immunodeficient recipient mice.

The RCAS–-TVA technology will continue to be a
valuable tool in producingmouse tumourmodels. It
is potentially a fast and flexible system because new
oncogenes can be produced readily as retroviral
particles and injected into any TVA-expressing
transgenic mouse strain. Moreover, existing RCAS
vectors and TVA-expressing mice can be used in
all possible combinations, and thus represent an
excellent resource for the scientific community.
A number of RCAS vectors and TVA strains are
listed at http://rex.nci.nih.gov/RESEARCH/basic/
varmus/tva-web/tva2.html.

19.7 How far do animal models
resemble human cancer?

An ideal mouse tumour model should develop few
tumours with high penetrance and short latency,
allowing for tumour progression analysis within a
short time span. In doing so, it should mimic a
range of pathobiologic, genetic, etiologic, and
therapeutic characteristics of its human counter-
part. Finally, the model should permit non-invasive
and quantitative measurement of tumour growth
and dissemination, rendering it suitable for pre-
clinical studies. Arguably, no single animal tumour
model will recapitulate every aspect of its human
counterpart, but rather mimic some of the more
relevant features. In view of the rapidly increasing
number of available systems, it is imperative for
researchers to select the model that is best suited for
answering their specific questions.

19.7.1 Validating animal models of human
cancer

In order to determine for which applications a
given model is particularly suited, it is necessary
to assess the extent to which a given animal tumour
model resembles the natural history and clinical
responses of human disease. Proper validation
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should therefore include histopathologic, molecu-
lar genetic, etiologic, as well as therapeutic features.
As this is evidently an arduous and time-
consuming task, it is fortunate that technologies
for performing comparative histopathological and
molecular analysis have greatly improved over the
past years. Tissue microarrays and increasing
numbers of antibodies for immunohistochemical
characterization have enhanced both the quality
and the throughput of histological analyses. In
addition, molecular profiling of tumours has been
propelled by the development of new genomewide
analysis tools such as array-based gene expression
profiling and comparative genomic hybridization
(CGH). While these molecular approaches have
only recently been established for the mouse, their
importance for validating mouse tumour models is
already underscored by a recent study, document-
ing marked similarities in gene expression changes
between carcinogen-induced mouse liver tumours
and human hepatocellular carcinomas.

19.7.2 Humanizing murine cancer with
telomerase deficiency

The replicative potential of human cells is limited
by progressive telomere shortening, which ulti-
mately results in enforced senescence. To overcome
this, cancer cells must somehow upregulate telo-
merase activity. Mouse telomeres are relatively
long and, therefore, telomerase induction is not
necessary for murine tumour development. To
investigate whether differences in telomere biology
also limit the capacity to model human cancer in
mice, DePinho and colleagues generated a mouse
strain lacking telomerase activity. Through repe-
ated backcrossing, they were able to produce mice
with short telomeres, displaying an increased
incidence of spontaneous tumours. Late-generation
telomerase-deficient mice with a single disrupted
copy of Trp53 showed a shifted tumour spectrum
with a high percentage of carcinomas, a tumour
type rarely observed in telomerase-proficient Trp53
heterozygous mice. Importantly, this high incid-
ence of carcinomas mimics the preferential devel-
opment of epithelial cancers in older people.

In conclusion, it would be desirable to eliminate
differences in telomere biology between humans
and mice by generating mouse models with
‘humanized’ telomerase activity. Theoretically, this
could be accomplished by replacing the relevant

mouse genes or transcriptional control elements
with their human counterparts, although it might
be difficult to predict which genes or control ele-
ments need to be exchanged, and whether the gene-
swap will have adverse pleiotropic effects. If suc-
cessful, this approach may yield models that
effectively mimic the telomere crisis, as well as the
subsequent telomerase activation during tumour
formation, as occurs frequently in human cancer.

19.7.3 Humanizing murine drug and
carcinogen metabolism

Another important challenge is the elimination of
physiological differences in carcinogen and pro-
drug metabolism between humans and mice. Thus,
replacing the murine xenobiotic-sensing receptors
and metabolizing enzymes such as PXR/SXR
(pregnenolone X receptor/steroid and Xenobiotic
receptor), phase-I cytochromes P450, and phase II
transferases, with their human counterparts may
yield mice with ‘humanized’ drug and carcinogen
metabolism. These mice might yield tumour mod-
els that more faithfully mimic the metabolism of
anticancer drugs and thereby their therapeutic
effects in preclinical studies, and at the same time
provide more accurate information on the potential
carcinogenicity of compounds in cancer risk
assessment studies. An early example of this
approach is provided by Xie et al. (2000) who
introduced a transgene encoding the human SXR
into mice lacking the murine orthologue, the PXR,
thereby creating ‘humanized’ transgenic mice that
are responsive to human-specific xenobiotic indu-
cers such as the antibiotic rifampicin. These mice
represent an important step towards a humanized
rodent toxicological model.

19.8 Tumour models in preclinical
research

19.8.1 Large-scale drug screening in tumour
transplantation models

Spurred on by the recognition that systemic cancer
could respond to treatment with systemic drugs
such as alkylating agents and antifolates, several
anticancer drug discovery programmes were initi-
ated in the mid-twentieth century. In 1955, when
the NCI set up the Cancer Chemotherapy National
Service Center (CCNSC) to implement a national
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drug development programme, based on the
P388 and L1210 murine transplantation models.
Leukaemias were selected as the initial systems in
which potential anticancer agents would need to
demonstrate activity before further development.
The reason for this selection was that murine
leukaemia and lymphoma models were relatively
inexpensive and allowed for a throughput that kept
pace with the supply of new compounds. Unfor-
tunately, the P388–L1210 screen displayed a strong
bias towards compounds with preferential activity
against rapidly growing leukaemias and no spe-
cific activity against solid tumours. For this reason,
the initial NCI screen was changed to a two-stage
system, in which inactive compounds were first
excluded in a prescreen using the inexpensive,
high-throughput, highly sensitive P388 leukaemia
model before more rigorous testing against a panel
of transplantable murine and human tumour
models for common human solid tumours such as
melanoma, lung, colon, and breast cancer. Not
surprisingly, the bias against drugs active in solid
tumours but not in leukaemia remained, due to the
P388 prescreen. For example, fewer than 2% of all
compounds active against P388 showed significant
effects in Lewis lung or colon adenocarcinomas.
Even worse, preclinical activity of drugs in the
xenograft models of solid tumours was found to
have limited predictive value for clinical activity in
patients with these diseases. As a result of this, the
NCI screen evolved into its present configuration,
an in vitro stage-I screen in which compounds are
tested against a panel of 60 tumour cell lines
representing the most common solid tumours, fol-
lowed by a more refined in vivo stage-II screen
utilizing xenografts of the most sensitive cell lines
in nude mice.
The pros and cons of anticancer drug screening

in transplantation models are nicely illustrated by
the history of development of paclitaxel, also
known as taxol. Already in the 1960s, paclitaxel had
been isolated as the active compound in Taxus
brevifolia bark extracts, which were found to have
cytotoxic activity. However, there was little interest
in further development of paclitaxel, as it exhibited
only moderate in vivo activity against the P388 and
L1210 murine leukaemia models. This changed
with the introduction of new assays for activity
against solid tumours, which led to the observation
of strong activity against the B16 melanoma model,
as well as against several human tumour xenograft
models. Following the elucidation of its unique
mechanism of action in promoting microtubule
bundling and clinical trials in the 1980s, paclitaxel

has now become an important drug for treatment of
breast and ovarian cancers.

19.8.2 Intervention studies in conventional
GEM tumour models

As we have argued before, transplantation models
for preclinical testing of anticancer drugs have
proven to be relatively poor predictors of tumour
response in humans. By definition, transplanted
tumours do not evolve in situ and lack the appro-
priate cellular interactions with the host micro-
environment. Such limitations are absent in
spontaneous tumours arising in mice with defined
tumour-predisposing mutations.

Many studies have used spontaneous tumour
models to test the responses of conventional antic-
ancer drugs, and thus explored the parallels
between these models and human cancer patients.
Examples include the evaluation of retinoic acid
(RA) and As2O3 treatment in transgenic models of
acute promyelocytic leukaemia (APL), and the
assessment of doxorubicin and paclitaxel in mam-
mary tumour-prone Myc and Ras transgenic mice.
Initial studies have also evaluated the chemopre-
ventive effects of retinoids, NSAIDs, or selective
COX-2 inhibitors in spontaneous tumour models.

Seminal studies using lymphoma-prone Myc
transgenic mice have elegantly shown how GEM
tumour models can be used to uncover the
mechanisms and cellular pathways that influence
treatment outcome. In the first instance, these mice
were used to study the therapeutic effects of various
cytostatic drugs, including cyclophosphamide,
adriamycin, maphosphamide, and docetaxel. Sub-
sequent experiments in which Myc overexpression
was combined with mutations in apoptotic
pathway-components (e.g. Trp53, Cdkn2, or Bcl2)
showedmarked effects on the therapeutic responses
and suggested that anti-apoptotic mutations confer
chemoresistance, at least in lymphoidmalignancies.
Besides apoptosis, a cellular senescence programme
controlled by p53 and p16INK4a also contributes to
the treatment outcome, since mice harbouring
tumours capable of senescence but not apoptosis
had a substantially better post-therapy prognosis
than those harbouring tumours with defects in both
processes.

Already several targeted therapies have
been evaluated in spontaneous tumour models.
Published examples include the use of the epi-
dermal growth factor receptor inhibitor AG-1478 in
an Erbb2 transgenic mammary tumour model, the
FRAP1 inhibitor CCI-779 in Ptenþ /� mice, and
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evaluation of farnesyl transferase inhibitors (FTIs),
which target Ras activity, in several GEM tumour
models. Interestingly, FTI-mediated antitumoral
effectswere observed inmost—but not all—models,
underscoring the notion that distinct genetic lesions
can influence therapeutic responses. The well-
defined and reproducible angiogenic switch in
pancreatic islet tumours in RIP-Tag transgenic mice
has been used to test the effects of angiogenesis
inhibitors. The antitumoral efficacy of angiogenesis
inhibitors in this model was very modest compared
to the impressive effects observed in the Lewis lung
carcinoma transplantation model, underscoring the
differences between spontaneous tumour models
and xenograft models.

19.8.3 Intervention studies in conditional
GEM tumour models

Although conventional transgenic and knockout
mouse models of cancer have been instrumental in
testing therapeutic intervention and chemopreven-
tion strategies, conditional tumour models repres-
ent another step forward in preclinical research.
Conditional gene mutation allows a titratable, time-
controlled, and tissue-restricted induction of a
mutagenic ‘pulse’, which will induce the synchro-
nized formation of a single generation of tumours.
Therefore, subsequent therapeutic intervention
may actually result in full remission. The latter is
especially feasible in tumour models that employ
conditional gene switching induced by somatic
delivery of the recombinase, such as the lung
tumour models employing Cre-mediated expres-
sion of KrasG12.

The utility of GEMmodels in preclinical research
may improve even further when they are combined
with non-invasive bio-imaging techniques. This
permits longitudinal monitoring of tumour onset,
progression, and response to therapy, andmay thus
be effectively used for evaluating the efficacy of
cancer prevention and treatment strategies. The
resulting preclinical models will be ideally suited
for testing therapies that interfere with the path-
ways that are downstream of the conditional
tumour-initiating mutations. Several bio-imaging
systems have been developed. They include nuclear
methods such as magnetic resonance imaging
(MRI), X-ray computed tomography (CT), single
photon emission computed tomography (SPECT),
and positron emission tomography (PET), as well as
ultrasound, fluorescence imaging, and biolumines-
cence imaging. Some of these approaches have
already been used successfully in conditional and

regulatable mouse tumour models. For example,
MRI was used to monitor tumour appearance and
regression in a mouse lung cancer model with tet-
inducible expression of KrasG12D. Another study
used luciferase-based bioluminescence imaging
(BLI) to monitor tumour development in a condi-
tional mouse model of Rb-dependent sporadic
pituitary cancer. In this way, pituitary tumour
growth response to doxorubicin treatment could be
quantified by BLI of anesthetizedmice injected with
luciferin. BLI might well be the system of choice for
preclinical screening of anticancer drugs, as it is
relatively inexpensive and well-suited for high-
throughput imaging of many animals.

19.8.4 Drug-target validation studies in
GEM tumour models

Appropriate mouse models are needed for evalu-
ation of the growing number of potential thera-
peutic targets that are identified throughmutational
analysis of mouse and human tumours, as well as
from other screens. Here, the central question is
whether targeting the specific mutation—or the
affected pathway—will cause tumour stasis or
regression. As discussed in Section 19.6.7, mouse
tumour models with regulatable oncogene expres-
sion may be used to address this question and thus
provide conceptual proof for therapies targeted
against the individual oncogene or the corre-
sponding pathway.
Conventional knockout mice lacking specific

oncogenes have also been used for evaluating
potential drug targets. For example, cyclin D1-
deficient mice have been used to measure the
impact of cyclinD1 loss onmammary tumorigenesis
induced by tissue-specific overexpression of Erbb2,
HrasG12V,Myc, orWnt1 in transgenicmice.Whereas,
cyclin D1 deficiency protected against mammary
tumorigenesis initiated by Erbb2 or HrasG12V, it did
not affect tumour formation induced by Myc or
Wnt1, suggesting that human breast cancers with
activated Erbb2 or Ras pathways may be highly
susceptible to anti-cyclin D1 therapy. A similar
critical role was observed for cyclin D2 in
BCR–ABL-induced proliferation and malignant
transformation of haemopoietic cells in vitro.

19.8.5 Drug-target validation studies in
upcoming mouse models

Systematic anticancer drug discovery in mouse
models has a number of disadvantages, some of
which have been reviewed above. On the other
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hand, the advantages of genetically well-defined
tumorigenesis are also evident, as is well illustrated
by the intervention studies described above for
various transgenic and knockout models. Indeed,
drug development will increasingly focus on well–
defined targets in the expectation that this will have
less side effects with a similar or higher efficacy.
However, a good target does not have to be a
deregulated oncogenic protein. It could well be a
normal cellular constituent that in the context of the
mutations in the tumour has become of critical
importance for survival of the tumour cells. An
ideal target validation method would encompass
the inducible silencing of such target genes by
RNAi. There is little doubt that this is an important
new avenue for drug-target validation: the use of
inducible RNAi transgenes, efficiently introduced
into the germline of mice by lentiviral vectors. This
method may well constitute a generic approach for
target validation, as it will permit us to assess
whether disabling one or more specific gene pro-
ducts will contribute to tumour eradication. Once
the suitability of a particular target is manifest, one
can immediately focus on intervention strategies to
downregulate the human counterpart. This would
bypass some of the important disparities that exist
between mouse and man. Furthermore, it would
permit focusing on development of drugs that
specifically act on the human target with its own
demands for specificity, stability, and pharmaco-
kinetic properties.

19.9 Use of animals to identify genes
involved in cancer

In Section 19.2.3, we have already discussed the
utility of laboratory mouse strains for mapping and
identification of tumour modifier genes. However,
somatic mutations that are causally related to
tumour onset and progression can also be mapped
and identified in cancer-prone mouse strains.
A growing array of tools is becoming available for
mutational analysis of murine tumours. No doubt
they will lead to the discovery of many new cancer
genes and corresponding pathways, among which
are potential therapeutic targets and diagnostic
markers for human cancer.

19.9.1 Genomewide detection of genetic
alterations

Additional genetic events occurring throughout
cancer evolution can now be studied at various

different levelswith ever greater sensitivity.A range
of novel technologies is available for compre-
hensive analysis of genetic alterations in tumour
DNA, including spectral karyotyping (SKY) for
detection of gross chromosomal rearrangements
including translocations, CGH for detection of chro-
mosomal imbalances, and loss of heterozygosity
(LOH) analysis. Additionally, genomewide changes
in gene expression patterns associated with tumor-
igenesis can be measured using microarray tech-
nology. Although the latter approach has proven
valuable in the identification of molecular portraits
of human cancer, it should be noted that only a small
number of changes in gene expression are directly
related to the genetic lesions that drive tumour
progression. Finally, it can be expected that progress
in mouse genome informatics will speed up the
identification of target genes in recurrent genetic
lesions. The application of genomewide analysis
tools in mapping common mutations in tumours
from GEM models has already yielded initial suc-
cesses. SKY and fluorescent in situ hybridiza-
tion (FISH) analysis led to the identification of
a recurrent chromosome 14 translocation in lym-
phomas from ATM-deficient mice, and a common
chromosome 2 deletion in leukaemias from
PML (promyelocytic leukaemia)–RARa (retinoic
acid receptor a) and RARa–PML transgenic
mice. Another example is the use of array-based
CGH in the detection of regions of copy number
changes in pancreatic islet tumours from RIP-Tag
transgenic mice and in radiation-induced mouse
lymphomas.

An additional advantage of mapping cancer
genes in GEM tumour models is that it permits the
identification of cancer genes that collaborate with
the defined tumour-initiating mutations. In this
way, it is possible to define different comple-
mentation groups in transformation. This type of
analysis has been particularly successful in
tumour-acceleration studies employing retroviral
insertional mutagenesis in transgenic and knockout
animals, as will be discussed below.

19.9.2 Tagging cancer genes by retroviral
insertional mutagenesis

In 1981, Hayward and colleagues first demon-
strated that the cellular Myc oncogene could be
activated by retroviral insertions into theMyc locus
and that this was a common event in avian lym-
phomagenesis. Since then, insertional mutagenesis
screens with slow-transforming retroviruses such
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as the MMTV or MuLV have led to the identifica-
tion of a large number of cellular genes that, upon
aberrant expression or truncation, contribute to
tumour formation. Mechanistically, insertional
mutagenesis can cause deregulated expression of
genes or disrupt their coding sequence, leading to
altered activity or even inactivation. Because ret-
roviral integration is a relatively random process, it
has a reach comparable to that of chemical muta-
genesis screens. There are, however, a few import-
ant differences. First, insertional mutagenesis and
chemical carcinogenesis will not necessarily yield
the same genes. Retroviral insertions will not cause
point mutations or large deletions and, conse-
quently, genes that require such mutations for
(in)activation will not be tagged by retroviruses.
Second, insertional mutagenesis differs from
chemical carcinogenesis in that it leaves a unique
sequence tag and, therefore, permits the swift
identification and characterization of the genes
involved in conferring the selective advantage to
the cell.

When a particular locus has acquired retroviral
insertions in two or more independently induced
tumours, this locus is named a common insertion
site (CIS). Insertional mutations in a CIS are
almost invariably of oncogenic significance because
the possibility of this happening by chance alone
is extremely low. Moreover, the majority of
retrovirus-induced tumours contain integrations at
more than one CIS, implying that the affected genes
in these CIS can collaborate in tumorigenesis.
Nowadays, polymerase chain reaction (PCR)-based
retroviral tagging strategies are being used for rapid
analysis of large numbers of retroviral integration
sites, resulting in large data sets of retroviral inser-
tional mutations mapped to the mouse genome
sequence. The accumulation of retroviral insertion
sites into a single database, such as the retroviral
tagged cancer gene database (RTCGD) database
maintained at the NCI (http://rtcgd.ncifcrf.gov/),
enables the detection of rare, but still tumorigenic,
retroviral targets. In addition, the current data sets
already hold a wide variety of retroviral targets,
illustrating the capacity of retroviral insertional
mutagenesis to hit most common signalling path-
ways.

The reach of retroviral insertional mutagenesis
has been further expanded by screens in cancer-
prone mice with a defined tumour-initiating
mutation, thus permitting the identification of
genes that collaborate with the initiating lesion in
tumour formation. Seminal examples include
insertional mutagenesis in Em-Myc transgenic mice

to identify genes that cooperate with Myc over-
expression in B-cell lymphomagenesis, screens in
MMTV–Wnt1 transgenics to study oncogene coop-
eration in mammary tumorigenesis, and retroviral
infection of Cdkn2a-deficient mice to screen for loci
that can participate in tumorigenesis in collabora-
tion with loss of the Cdkn2a-encoded tumour sup-
pressors p16INK4a and p19ARF. Conversely,
retroviral ‘complementation tagging’ can be
employed by insertional mutagenesis in oncogene-
deficient mice for the purpose of uncovering genes
and pathways that can substitute for the ablated
oncogene in tumorigenesis. A current limitation is
that insertional mutagenesis screens can only be
used for a small number of tissues, since all current
strategies employ slow-transforming retroviruses
that have a distinctive tissue specificity. More ver-
satile (retro)transposon systems that can be acti-
vated on demand in the tissue of choice might
enable insertional mutagenesis screens in a much
broader range of tumours, and development of
such systems is eagerly awaited.

19.10 Summary

The laboratory mouse has proven a long-time
corner stone of cancer research. Natural mouse
strains have been invaluable for elucidating the
nature of chemical carcinogenesis, and a range of
tumour transplantation models have been used for
screening countless numbers of potential anticancer
agents. In addition, a first generation of GEM
models has provided important insights into the
activities of cancer-promoting oncogenes and
tumour-suppressing genes in normal development
and disease. However, notwithstanding their
importance for cancer research, these conventional
model systems have serious limitations, and this is
why researchers are creating more sophisticated
tumour models that should reflect human disease
more faithfully. Numerous technological advances
have spawned new models that have been suc-
cessfully used for investigating biological processes
important in tumorigenesis, such as oncogene
dependence, genomic instability, and tumour–host
interactions. These second-generation models also
permit the generation of highly specific tumours
with high penetrance and short latency. By intro-
ducing multiple-defined mutations in a small
number of cells, sporadic cancer can be induced that
closely resembles the human condition. In this
way the contribution of individual mutations to
tumour onset and progression can be assessed with
great precision. Furthermore, new bio-imaging
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technologies will greatly facilitate accurate meas-
urement of tumour growth and regression in
response to therapeutic intervention. In parallel
with these improvements in model building, rapid
progress is being made in the development of new
technologies for characterization of the resulting
tumours and tools for the identification of cancer-
promoting mutations. No doubt these efforts will
ultimately yield novel pathways that are critical for
tumorigenesis and consequently represent poten-
tial targets for therapeutic intervention. Finally, the
application of versatile-inducible RNAi transgenes
will allow a completely newway of validating drug
targets in a generic and efficient fashion. This will
increase the success rate and shorten the phase of
drug development.
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tance& -format¼mtdp.html-view

Mouse Retroviral Tagged Cancer Gene Database
(RTCGD): http://rtcgd.ncifcrf.gov

Online version of Lee Silver’s ‘Mouse Genetics’: http://
informatics.jax.org/silver

TVA homepage: http://rex.nci.nih.gov/RESEARCH/
basic/varmus/tva-web/tva2.html
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20.1 Organization of the
immune system

20.1.1 Structure and cells

Animals or men born without a properly function-
ing immune system suffer from multiple infections
and usually die at an early age. However, it was
proposed, as long back as the turn of the twentieth
century by Paul Ehrlich, that the immune system
might also prevent, or at least delay, the growth of
many tumours. This chapter examines the function
of the immune system in relation to cancer.

The cells of the immune system (white cells or
leucocytes) are found throughout the body because
they circulate in the blood stream and also migrate

into tissues, particularly at sites of inflammation.
Leucocytes are also found in specialized organs, the
thymus, spleen, lymph nodes, and bone marrow
(Figure 20.1). From tissues, leucocytes migrate via
afferent lymphatics to lymph nodes, which are
widely distributed. From lymph nodes, leucocytes
may enter the blood stream directly or traffic
through efferent lymphatics to the thoracic duct and
thence to the venous blood (Figure 20.1). All the
cells of the immune system originate from self-
replacing stem cells in the bone marrow, as do red
blood cells and platelets. Three major types of
leucocytes may be distinguished (Chapter 18).
Lymphocytes are small round cells with scanty
cytoplasm. They mediate adaptive immunity, the
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main subject of this chapter, are responsible
for immunological memory, and are long-lived.
Macrophages and dendritic cells (DCs) are larger
mononuclear cells withmore cytoplasm. These cells
are actively phagocytic and endocytic. They play a
key role in the interaction between innate and
adaptive immune responses. Polymorphonuclear
leucocytes (granulocytes) have lobed nuclei and
granular cytoplasm. They are short-lived cells that
are phagocytic and also carry out many effector
functions by exocytosis of granule contents.

20.1.2 Innate immunity

The innate immune system functions as the first
line of defence in immune responses and includes
both cells and soluble molecules. The key property
of the innate immune system is that it can recognize
conserved molecular structures of microorganisms.
To do this it uses pattern recognition receptors

such as Toll-like receptors, that are expressed on
macrophages and DCs or as soluble serum pro-
teins; for example, complement components and
mannan binding protein (Table 20.1). Recognition
of conserved molecular structures by pattern
recognition receptors delivers a ‘danger signal’ to
the immune system that activates non-specific
effector mechanisms, such as the complement cas-
cade or production of cytokines by macrophages
and DCs. However, the recognition of conserved
pathogen structures also leads to activation of adap-
tive immunity, mediated by thymus-derived (T)

Tonsils

Thymus Subclavian vein

Axillary LN Hilar LN

Spleen

Peyer’s patches
(intestinal LN)

Bone marrow

Thoracic duct

Inguinal LN

Adenoids

Figure 20.1 Anatomy of the lymphoid system. The immune system is
distributed throughout the body. Afferent lymph-containing cells and
soluble antigen drains to local lymph nodes. When an immune
response takes place, cells leave the local node and migrate in efferent
lymph to further lymph nodes, into the thoracic duct and thence to the
blood. They may enter the spleen through the blood and effector cells
enter non-lymphoid tissues. Plasma cells may go to the bone marrow
to secrete antibody. The bone marrow is also the site of production of
B- and T-cell precursors. Immature B cells go directly from the bone
marrow to peripheral lymph nodes and the spleen. T-cell precursors go
to the thymus and undergo selection before migrating to peripheral
lymphoid organs.

Table 20.1 Pattern recognition receptors

Receptor Pathogen-associated
molecular pattern

TLR2 Bacterial lipoproteins,
Peptidoglycan
Some bacterial lipopolysaccharides
Lipoarabinomannan
(Mycobaterium tuberculosis)
Phosphatidylinositol dimannoside
(M. tuberculosis)

TLR3 dsRNA of many viruses
TLR4 Some bacterial lipopolysaccharides

Heat shock protein 60
F glycoprotein of respiratory
syncytial virus

TLR5 Bacterial flagellin
TLR9 CpG DNA
Immunoglobulin
Fc�Rs

Pentraxin-opsonized zymosan,
serum amyloid P, C-reactive protein,
immunoglobulin coated particles

Complement
receptor 1 (CD35)

Complement opsonized
bacteria and fungi

Complement receptor 3
(CD11b–CD18)

Complement opsonized
bacteria and fungi

Complement receptor 4
(CD11b–CD18)

M. tuberculosis

Serum mannan
binding protein

Mannan of yeasts

Mannose receptor Mannosyl/fucosyl residues,
Pneumocystis carinii, Candida albicans

Scavenger receptor Apoptotic cells, Gramþ cocci,
lipoteichoic acid

MARCO E. coli
MER Apoptotic thymocytes
PSR Apoptotic cells
CD36 Apoptotic granulocytes
CD14 Pseudomonas aeruginosa

Many receptors function in concert. Several Toll-like receptors (TLRs)
form homo- and hetero-dimers and TLR 2 also interacts with CD14 to
recognise lipopolysaccharide.
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and bone-marrow derived (B) lymphocytes
(Section 20.1.6) (Medzhitov and Janeway, 1997).
Key cells in mediating the interaction between the
innate and adaptive immune systems are macro-
phages and DCs, which detect ‘danger signals’ and
are found in almost every tissue.

20.1.3 Adaptive immunity

Adaptive or specific immunity is the function of
lymphocytes, of which there are two main classes.
B lymphocytes mature in the marrow and then
migrate directly to the spleen and lymph nodes.
They are then ready to react to foreign substances
(antigens). T lymphocytes migrate from the bone
marrow to the thymus where they mature before
migrating to the peripheral lymphoid organs
(spleen and lymph nodes). These two types of
lymphocytes although morphologically very sim-
ilar (in the resting state, small round cells with a
high nuclear to cytoplasmic ratio), can be readily
distinguished by their differing cell surface phe-
notypes; that is, the array of glycoproteins carried
in the lipid bilayer of the cell surface membrane.
T and B lymphocytes also have very different func-
tions, although they interact during most immune
responses, but they share two key properties: spe-
cificity, conferred by clonally distributed, somati-
cally rearranged receptors, and immunological
memory. A third type of lymphocyte, the natural
killer (NK) cell, shares many phenotypic properties
with T cells but does not express clonally dis-
tributed receptors or immunological memory.
These cells are probably best regarded as a com-
ponent of the innate immune system (see below).

20.1.4 B lymphocytes and antibody

The principal function of B lymphocytes is to
synthesize and secrete antibodies. When these cells
are stimulated by encountering a foreign antigen,
they first go through several cycles of cell division
and then differentiate into specialized antibody
secreting cells called plasma cells, as well as
memory B cells. Antibodies are globular glycopro-
teins (hence immunoglobulins) found in the blood
plasma. Prototypic antibody molecules consist of
two heavy (H) and two light (L) chains. The H
and L chains are each divided into two portions, the
N-terminalportion (approximately 110 aminoacids)
being termed the variable part and the remaining
portion (approximately 330 or 110 amino acids for
H and L chains, respectively) being termed the
constant part (Figure 20.2). The constant part of
the H chain determines the biological function of
the molecule and differences in the amino acid
sequence of the constant part of the H chain, the
class of the immunoglobulin (Ig) molecule. There
are five immunoglobulin classes with properties
that are summarized in Table 20.2. IgM and IgD are
found on the membrane of resting B lymphocytes
and act as receptors for antigen. When B cells are
stimulated they first secrete IgM. Later, most B cells
switch to secreting IgG, A, or E. IgG is the main
class present in the blood and is a monomer of the
basic four-chain immunoglobulin molecule. In man
there are four subclasses of IgG termed IgG1,
IgG2, IgG3, and IgG4, which have closely related
H chains. In the mouse and rat there are corres-
ponding IgG subclasses called IgG1, IgG2a, IgG2b,
and IgG3. IgA is specialized for protection of
mucous membranes and can be transported across

-S-S-
-s-s-

-S-S-

Antigen binding

Light chain

Heavy chain

Fab fragment

Fc fragment 
effector functions

Complement
binding

Monocyte
binding
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Figure 20.2 An immunoglobulin molecule. The structure
of a typical IgG molecule is shown. The variable parts of
the heavy and light chains (VH and VL) make up the
antigen binding site. The constant domains (CH2 and
CH3) of the heavy chains are responsible for the biological
functions of the antibody.
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epithelia. IgE is a minor component of serum but
plays an important role in allergic reactions. The
function of IgD is not known.
The immune system can produce specific anti-

bodies (able to bind with high affinity) to almost
any antigen encountered. This is because each
B-lymphocyte clone synthesizes and secretes a
different immunoglobulin molecule. This variabil-
ity is achieved by several mechanisms. These
include selection from a large pool of variable (V)
genes, random joining of V genes to minigenes
coding for diversity (D) and joining ( J) segments,
random combination of heavy and light chains and
somatic mutation (Kocks and Rajewsky, 1989;
Schatz et al., 1992). This allows for the production
of millions of different antigen binding sites.
When an animal encounters an antigen, for

example, a virus, many B cells are stimulated. Each
B cell has surface immunoglobulin with a different
specificity and the secreted immunoglobulin of
each cell has the same specificity as the membrane-
bound immunoglobulin. Each B cell divides to
produce a clone of daughter cells. During this clo-
nal expansion, somatic mutation occurs in the
V regions of the heavy and light chains and cells
secreting higher affinity antibody are selected so
that antibody affinity increases. Since many B cells
bind the antigen the serum of the immunized
animal contains a mixture of the antibodies pro-
duced by many clones. A second contact with the
same antigen elicits a greater and more rapid
antibody response (immunological memory).
Antibodies can bind to molecules in solution or

attached to a surface and generally recognize
structures (epitopes) that are dependent on the
conformation of the target molecule. This is in
contrast to T cells (see Section 20.1.6).

20.1.5 Monoclonal antibodies

Antisera made by animals in response to an antigen
are the product of many different clones (poly-
clonal) of B lymphocytes and individual antibodies
react with many different sites (epitopes) on the
antigen. If the antigen is complex, as are bacterial or
mammalian cells, it may be very difficult to deter-
mine exactly which molecules of the cell the anti-
bodies are directed towards. For many years this
hampered efforts to produce antibodies which
would distinguish between tumour and normal
cells, but in 1975, Kohler and Milstein devised a
method for immortalizing single antibody-
secreting B lymphocytes by fusing them to a
plasma cell tumour (myeloma) to produce a hybrid
cell (hybridoma). All the progeny of such a hybri-
doma cell produce identical (monoclonal) antibody
molecules (for further details see Chapter 26). The
ability to produce unlimited quantities of homo-
genous antibody, combined with molecular engin-
eering methods to alter the properties of the
monoclonal antibodies, has had a major impact in
many areas of biology (Winter and Milstein, 1991).

20.1.6 How T lymphocytes recognize antigen

The T cell receptor (TCR) for antigen consists of two
protein chains similar to the light chains of immu-
noglobulin (Davis and Bjorkman, 1988). Receptor
diversity is generated by similar mechanisms to
those in B lymphocytes (described in Section 20.1.4)
except that there is no somatic mutation. While
soluble antigen can bind to the surface immu-
noglobulin of B cells to stimulate a response, soluble
antigen does not stimulate T cells. T cells always
‘see’ antigen in association with self-molecules.
These are membrane glycoproteins coded in a
region of the genome called the major histo-
compatibility complex (MHC). This name derives
from thework showing that the same gene products
are responsible for the rejection of organ grafts,
a reaction known to be initiated by T lymphocytes.
Thus, in both the response to foreign pathogens and
tissue grafts, T lymphocytes recognize and respond
to MHC antigens, although in one case foreign

Table 20.2 Properties of human immunoglobulins

Property IgG IgM IgA IgD IgE

Molecular weight 150,000 900,000 400,000 180,000 190,000
Concentration in
serum (mg/ml)

10 1 2 0.03 <0.001

Relative amount
in secretions

Low Low High Very low Low

Crosses placenta Yes No No No No
Complement
fixation

Yes Yes No No No

Transport across
epithelia

No No Yes No Yes

Allergic reactions No No No No Yes
Fc binds to cells Yes Yes Yes No No

Antibodies can kill cells by complement fixation and recruit macro-
phages and NK cells via Fc receptors, that can kill tumour cells.
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MHC and in the other self-MHCþ antigen. The
antigen is recognized as an 8–12 amino acid peptide.
These peptides lie in a cleft in the MHC molecules
and the TCR binds to the complex of MHCþ
peptide (Bjorkman et al., 1987). That only small
fragments of antigens are recognized implies that
larger molecules must be broken down (processed)
before T cells can recognize them.

There are two distinct antigen processing path-
ways (Figure 20.3). In the first, proteins produced
within a cell are broken down to peptides by a
complex of proteolytic enzymes known as the
proteasome. These are then transported into the
endoplasmic reticulum where they become asso-
ciated with newly synthesized MHC class I mole-
cules and the complex is transported to the cell
surface (endogenous processing). All nucleated
cells can carry out endogenous processing.
Peptides bound to MHC class I molecules stimulate
cytotoxic T cells, which carry a co-receptor mole-
cule, the CD8 glycoprotein, which binds to MHC
class I. The second type of antigen processing
is carried out by specialized antigen presenting
cells (APCs) such as DCs, macrophages, and B cells.
Antigens are taken up by these phagocytic cells and

degraded in endosomes to peptides (exogenous
processing). In a specialized post-endosomal com-
partment the peptides bind to MHC class II mole-
cules and the complexes are transported to the cell
surface. Peptides presented by MHC class II
molecules are recognized by T cells called helper
cells, which carry on their surface the CD4 glyco-
protein, which acts as a co-receptor binding to
MHC class II.
In principle, any protein molecule that is turned

over within a cell or enters an APC by endocytosis
could stimulate CD8 or CD4 T cells. How the
immune system discriminates between exogenous
molecules, originating from microorganisms, and
self-molecules such as those originating from a
tumour, is an important issue for tumour immu-
notherapy. It is discussed below (Sections 20.1.8,
20.2.1, and 20.2.2).

20.1.7 The function of T cells

When naı̈ve T lymphocytes first encounter an
antigen they undergo clonal expansion, so that the
frequency of antigen-specific T cellsmay increase by
several logs to as high as one in a hundred cells or

Antigen
capture

Endosomal
degradation
to peptides

MHC II 
synthesis

in ER

Peptide loading 
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Figure 20.3 Mechanisms of antigen processing.
Exogenously processed antigens are taken up from
the extracellular milieu and degraded in endosomes.
Peptides resulting from proteolytic degradation are
loaded into newly synthesised MHC class-II molecules
in a specialized post-endosomal compartment.
In contrast, endogenous antigens are broken down by
proteasomes in the cytosol and resulting peptides are
transported into the rough endoplasmic reticulum to
become associated with MHC class-I molecules.
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more. As there is no somatic mutation the affinity
of the TCR remains the same. T cell memory
therefore resides in increased numbers of specific
T cells. Memory cells are also qualitatively different
from naı̈ve T cells.
In contrast, to B lymphocytes, T cells do not

secrete their receptor in measurable amounts but
mediate their functions by other means. Table 20.3
lists some activities of CD4 and CD8 T cells. Some
of these are carried out by T cells alone and involve
direct cell to cell contact; for example, virus-
infected cells carrying peptide–MHC complexes
derived from endogenous processing of viral anti-
gens, are killed by CD8 cytotoxic cells. This type of
T cell may also be important in the response to
tumours.
In contrast, many other functions involve other

cell types as well as the responding T cells, with the
T cells controlling the responses of the other cell
types. Most often these immunoregulatory func-
tions are carried out by CD4 T helper cells. Thus,
helper T cells can stimulate B lymphocytes to
secrete antibody or macrophages to become pha-
gocytic and cytocidal.
These functions are mediated by cytokines

(Fitzgerald et al., 2001). These act as local hormones
within the immune system and have powerful
effects on the growth and differentiation of their
target cells (Chapter 14, Table 20.4). One of the

best-characterized cytokines is interleukin-2 (IL-2)
which is produced by activated T cells and can
stimulate both the producing cell (autocrine
stimulation) and other T cells (paracrine stimula-
tion) to divide. Only T cells, which have been first
stimulated by contact with antigen, express recep-
tors for IL-2. IL-2 can be used to grow antigen-
activated T cells in vitro and it is possible to grow a
very large number of cells from a single T cell. This
is known as an IL-2-dependent T cell clone and is
the T cell equivalent of a monoclonal antibody
producing hybridoma.

In contrast to IL-2, which promotes T cell growth,
other cytokines induce differentiation into effector
cells. IL-4, 5, and 6 together regulate the prolifera-
tion of B lymphocytes after stimulation by antigen
and their differentiation into high rate antibody
secreting cells. Although all the T lymphocytes
produce a multiplicity of cytokines, there is a
tendency for CD4 T cells to produce larger amounts
of those with effects on growth and differentiation
such as IL-2, 3, 4, 5, and 6 while CD8 T cells produce
more effector cytokines such as interferon-g (IFN-g).
Interferons have complex effects but an important
function is the induction of expression of MHC
molecules, which increases the efficiency of antigen
presentation. T cells also produce and respond to
chemokines, a large familyof cytokines that bind to a
family of related seven transmembrane-spanning
chemokine receptors. Chemokines are produced by
diverse cells, including epithelial cells, macro-
phages, and DCs, and lymphocytes. Their most
important function is to control the migration of
leucocytes into tissues and lymphoid organs.

There is specialization among T cells with regard
to cytokine production. Thus, naı̈ve T cells produce
mainly Il-2 while primed or memory T cells pro-
duce a wider range of cytokines. Among primed
CD4 cells there are two major types. Th1 cells
produce IL-2 and IFN-g while Th2 cells produce
IL-4, 5, and 6. While Th1 cells are particularly
effective at inducing macrophage activation and
maturation of cytotoxic effector cells, Th2 cells are
most effective in inducing antibody production by
B lymphocytes (Swain and Reth, 1994).

20.1.8 T cell assays

Since the frequency of antigen-specific cells among
naı̈ve T cells is very low, in practice detection of
a T cell response indicates that immunization
(priming) has occurred. In primed populations the

Table 20.3 T-lymphocyte functions

Cells involved

CD4 CD8

In vivo
Delayed type hypersensitivity þþ þ /�
Graft rejection þþ þþ
Tumour rejection þþ þþ
Graft versus host response þþ þþ
Protection against viral and
fungal infection

þþ þþ

Protection against bacterial infection þþ þ
Help for antibody responses þþ �
In vitro
Antigen binding (tetramers) þ /� þþ
Mixed lymphocyte
responses—proliferation þþ þ

—cytotoxicity þ /� þþ
Proliferation to mitogens þþ þþ
Proliferation to soluble antigens þþ �
Cytotoxicity against specific
antigens (in association with MHC)

þ /� þþ

Production of cytokines þþ þ
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frequency of antigen-specific cells may be as high
as a few per cent. This has made it possible to detect
antigen-binding T cells directly using the MHC-
tetramer method. In this technique, 8–10mer pep-
tide epitopes are bound to soluble recombinant
MHC class-I molecules. TheMHCmolecules have a
biotin tag and four molecules are bound by
fluorochrome-labelled streptavidin. This tetrameric
complex of MHC-peptides binds to TCRs with
sufficient avidity to allow direct visualization and
enumeration of antigen binding cells (McMichael
and O’Callaghan, 1998). The method is limited by
the need to know the target peptide and the MHC
allele to which it binds. In man the responses of
human leukocyte antigen (HLA-A2) donors have
been well studied since �40% of European and
American donors have this allele. Methods for
direct visualization of helper CD4 T cells have, so
far, been less successful, partly because of technical
problems in engineering MHC class II–peptide
complexes and partly because CD4 T responses
are often more diverse in their target epitopes than
those of CD8 cells.

All other methods for detection of antigen-
specific T cells depend on the response of the cells
to antigen presented by APCs (an in vitro boost).
Cytokines produced by antigen-stimulated cells
(e.g. IFN-g, IL-2, or IL-4) can be detected in the
supernatant of the cultures by enzyme-linked
antibody assays (ELISA assays). Alternatively,
after a period of culture, cytokine-producing T cells
are detected by staining with fluorochrome-
labelled monoclonal antibodies after permeabiliz-
ing the cells. Cytokine-producing cells can also be
detected by ELISPOT assays, in which secreted
cytokine is captured by an antibody bound to
the surface of the culture vessel and detected by
a second enzyme-linked antibody. The former
assay is readily combined with surface staining to
determine what sort of cell is secreting the cyto-
kines while the sensitivity of the ELISPOT assay
allows for detection of low frequencies of
responding cells.

Two other assays are often used. Memory CD4
T cells stimulated by antigen, undergo rapid clonal
proliferation and this can be detected by pulsing
the cultures with tritiated thymidine. CD8 T effector
cells, which develop in culture from CD8 memory
cells, are usually detected by their ability to kill
target cells. Target cells are generally labelled with
51Cr and killing is detected by release of the isotope
into the culture supernatant.

20.1.9 Self-tolerance

Immune responses generate powerful effector
mechanisms capable not only of combating micro-
organisms but also of causing acute tissue damage
as shown by the rapid destruction of foreign tissue
grafts. There must therefore be mechanisms, which
prevent development of immune responses to self-
antigens (self-tolerance) (Kruisbeek and Amsen,
1996). For T lymphocytes induction of self-tolerance
occurs in the thymus. T cell precursors first express
the TCR in the thymus and if the receptor has a high
affinity for self-antigens expressed on thymic anti-
gen presenting cells, the developing T cells die.
T cells which leave the thymus are therefore gen-
erally self-tolerant but there are additional ‘fail safe’
mechanisms in the periphery which prevent
the development of damaging autoimmunity (see
Sections 20.2 and 20.3).
The mechanisms of tolerance induction and

maintenance in B cells are probably similar, with
tolerance induction occurring during B cell devel-
opment in the bone marrow and ‘fail safe’
mechanisms operating on mature B cells in lym-
phoid tissues. An additional safety mechanism for
B cells is that development of high affinity antibody
requires signals delivered to the B cells by CD4
T helper cells. Without self-reactive T cells, dam-
aging B cell autoreactivity is unlikely to develop.

20.2 The immune system and cancer

20.2.1 Immune surveillance

In early attempts to demonstrate immunity to
tumours, tumours were transplanted from one
animal to another. The transplants were rejected
and this was taken as evidence of immunity to the
tumour. Later it was recognized that these experi-
ments demonstrated transplantation immunity
directed against MHC antigens. When genetically
homogenous inbred animals (mice) became avail-
able it became possible to investigate tumour
immunity and it was shown that if an animal was
immunized with a tumour and was challenged
with a graft of the same tumour, the graft was
rejected. A graft of a different tumour was not,
showing that the animal was specifically immune
to the immunizing tumour.
At about the same time Burnett (1973) and later

Thomas (1982) put forward the theory of immune
surveillance against tumours. They proposed that
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tumours arose frequently and that the majority are
eliminated by the immune system. Burnett sum-
marized his view of immune surveillance as fol-
lows: (1) most malignant cells have antigenic
qualities distinct from those of the cell type from
which they derive, (2) such antigenic differences
can be recognized by T cells and provoke an
immune response. If this view is correct it follows
that, (3) the incidence of malignant disease should
be greatest in periods of relative immunological
inefficiency, particularly in the perinatal period and
old age, (4) immunosuppression whether genetic or
induced by drugs, radiation, infection, or other
causes should increase the incidence of cancer,
(5) spontaneous regression of tumours may occur
and evidence of an immune response should be
apparent in these cases, and (6) large-scale histo-
logical examination of common sites of cancer
should reveal a higher proportion of tumours than
become clinically apparent. Burnett also suggested
ways in which the theory of surveillance might be
tested experimentally. Thus, immunosuppressive
agents should facilitate the transfer of tumours, or
damage to the T cell immune response produced by
surgical removal of the thymus might lead to
increased tumour incidence.
At first sight, a variety of clinical and experi-

mental data do seem to be in accord with the

surveillance theory. In man, some tumours show a
higher incidence in the first few years of life than in
early adulthood and the incidence, but of different
tumour types, then rises progressively with
increasing age (see Chapter 1). The incidence of
tumours is also greatly increased in immunosup-
pressed individuals who are treated with immuno-
suppressive drugs to prevent rejection of the grafted
kidney (Sheil, 1998). However, a closer examination
does not support the surveillance hypothesis. The
age incidence of tumours is as well explained by
many other theories of cancer causation as by
immunosurveillance. Tumours are caused by gen-
etic changes in their cells of origin. These changes
might be expected to occur either as errors during
periods of rapid cell division (early life) or when
external causes (carcinogens) have had time to take
effect as in later life. The data derived from immu-
nosuppressed individuals are similarly less
straightforward to interpret when examined more
closely. Although there does seem to be a slight
increase in the frequency of most tumours, there is a
disproportionate increase in a few tumour types
(Table 20.5). The relative risk of suffering from some
rare tumour typesmay be increasedmore than 1000-
fold in immunosuppressed compared to normal
individuals. An experiment in mice provided a
possible explanation for these results.

Table 20.4 Functions and origins of cytokines

Cytokine Function Origin

Interleukin-1a and b Pyrogenic response Activation of T cells, many cells
IL-2 Growth of T cells T and NK cells
IL-3 Growth of haemopoietic stem cells T cells
IL-4 Growth and differentiation of

T and B cells. Inhibition of Th1 cells
DC, T cells

IL-5 B-cell differentiation and granulocyte function T cells
IL-6 B-cell differentiation but many other effects also DC, many other cells
IL-7 Growth of B cells and T-cell survival Many cells
IL-10 Inhibition of Th1 cells DC, Th2 cells
IL-12 Induction of IFN-g DC, Th1 cells
IL-15 Growth of T cells Many stromal cells
Chemokines (e.g. IL-8, rantes MIP-1a, SLC) Chemotaxis of lymphocytes, granulocytes,

and macrophages
A large family of peptides
produced by many cell types

Type-1 interferons Inhibition of viral replication Most cells
INF-g Increase of MHC expression T and NK cells

Inhibition of viral replication
Tumour necrosis factor-a TNF-a Necrosis of tumours, pyrogenic Many cells
TNF-b Cytotoxic in vitro Many cells
Leukaemia inhibitory factor Inducer of myeloid differentiation Many cells
CSFs Growth and maturation of progenitor cells Various
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When a large group of mice were treated
from birth with anti-lymphocyte serum (raised in
rabbits), their T cell immunity was greatly depres-
sed. The mice did not develop large numbers of
spontaneous tumours but when they inadvertently
becameinfectedwithpolyomavirus (seeChapter13)
a number of them developed multiple tumours
of a type characteristically caused by this virus
(Nehlsen, 1971). Similarly, the lymphoid tumours
seen in transplant recipients (Table 20.5) contain
both DNA and proteins of the Epstein–Barr virus
(EBV), a herpes virus implicated in the cause of
Burkitt’s lymphoma (a B-cell tumour seen in parts
of Africa) and nasopharyngeal carcinoma (see
Chapter 13). The virus can also immortalize normal
human B lymphocytes in vitro. These findings
suggest, therefore, that the most important role of
the immune system in tumour protection may be in
preventing the spread of potentially oncogenic
viruses.

This view agrees with experimental and clinical
data on EBV, an ubiquitous infectious agent in
human populations. Following infection the virus is
carried lifelong and the individual also has lifelong
immunity. Under normal circumstances, immune
CD8 cytotoxic T lymphocytes can be demonstrated
in vitro and there is thus a balance between
virus production and the immune response, while
in immunosuppressed individuals the immune

system is unable to prevent virus spread. The T cells
of such individuals cannot kill EBV-transformed
B cells in vitro, and virus can often be isolated from
body tissues and secretions such as saliva.
Several other viruses have now been implicated

in causing human tumours and the risk of acquir-
ing these tumours is generally increased in immu-
nosuppressed patients (Table 20.5). Although
worldwide virally induced tumours are a major
cause of cancer, since hepatitis B virus and papil-
lomaviruses infect millions of individuals, there are
also many cancers where no viral involvement can
be detected.
If it is accepted that immune surveillance oper-

ates principally against oncogenic viruses, what is
the role of the immune system in relation to other
tumours? Evidence from experimental animals (see
Sections 20.2.1 and 20.3.1) suggests that there are
immune responses to many tumours and the slight
increase of relative risk for tumours with no known
viral involvement would support this (Table 20.5).
However, the fact that most tumours grow and kill
the host, suggests that the immune response is
probably a late event and in most cases is unable to
prevent tumour outgrowth. Nevertheless, that
there is an immune response suggests that tumours
do contain antigens recognized as foreign by the
immune system. If this is the case it should be
possible to boost immunity to them by deliberate
immunization.

20.3 Cell-mediated immune responses
to cancer

20.3.1 Tumour antigens detected by
immune cells in animals

It has been demonstrated repeatedly that laborat-
ory animals can be immunized against tumour
cells. In the case of virus-induced tumours,
immunity is usually cross-reactive so that animals
immunized with one tumour are generally immune
to all other tumours induced by the same virus.
Immunity can be transferred to other animals by
immune cells and not serum and is mediated by
T cells. In several such systems the target viral gene
products have been identified. These results sug-
gest that immunization against viral gene products
should be a useful strategy for human tumours
where viruses are known to be involved.
In contrast for experimental tumours induced

by carcinogens, immunity is tumour-specific

Table 20.5 Immunosuppression and tumours

Tumour type Relative risk Virus involved

Kaposi’s sarcoma >1000 HHV8
Lymphoma

Of the brain >1000 EBV
Non-Hodgkin’s lymphoma 7.4 EBV

Endocrine tumours 320 —
Skin carcinoma 40 Papillomaviruses
Liver carcinoma 30 Hepatitis B
Leukaemia 6.4 HTLV 1
Cervix carcinoma 4.2 Papillomaviruses
Digestive system carcinoma 2.6 —
Respiratory system carcinoma 2.1 —
Breast carcinoma 1.1 —

Although the relative risks of Kaposi’s sarcoma and brain lymphoma
are very high, the majority of immunosuppressed patients do not
get these tumours since they are very rare in non-suppressed indi-
viduals. In contrast, most transplant patients eventually acquire skin
tumours since, although the relative risk is lower, these are much
commoner tumours in normal individuals. HTLV 1 causes adult T-cell
leukaemia only.
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(Section 20.2.1) and the nature of the tumour
antigens remained obscure until the pioneering
work of Boon and his colleagues (Boon et al., 1994).
An established mouse tumour, which had become
non-immunogenic following repeated passage in
mice, was used for the experiments. Tumour cells
were treated in vitrowith a mutagenic chemical and
variant tumour cell sublines obtained, which would
no longer grow in vivo (unless very large numbers
of cells were injected), because they induced a
strong cytotoxic T cell response. Boon then set out to
clone the tumour antigen of one such non-
tumorigenic (tum-) subline, the P91A tumour,
using the following strategy. Mice were immunized
with P91A tumour cells and an IL-2-dependent
cytotoxic T cell clone generated (Section 20.1.7)
which would kill P91A cells but not the parental
(unmutated) P815 tumour. Parental tumour cells
were then transfected with a DNA library from
P91A and the transfectants tested with the cytotoxic
T cells to determine which expressed the P91A
tumour antigen. The transfected DNA was then
recovered from a clone of tumour cells recognized
by the anti-P91A IL-2-dependent cytotoxic T cell
clone. Fragments of the recovered DNA were sub-
cloned repeatedly in a similar fashion, until a single
gene was recovered that could transfer the P91A
target antigen for the IL-2-dependent cytotoxic
T cells to parental P815 tumour cells. The gene and
its homologue in the parental tumour were then
sequenced and found to differ by a single point
mutation. This experiment firmly established that
mutations in genes in a tumour cell can lead to a
host immune response to themutated gene product.
However, Boon used the same strategy to clone

the tumour antigens from several other similar
mouse tumours. Surprisingly, in several of these the
gene in the tum-variant tumour cells was found to
be identical to that in the parental tumour line (or
DNA from normal cells of the same inbred strain of
mice). In this case the mouse appears to be
responding to a completely normal self-gene prod-
uct. So far the evidence suggests that this is because
the tumour antigen gene product is expressed at a
higher level in the tumour cells than in normal tis-
sues and can therefore stimulate an immune
response. Presumably, in tumours with increased
expression of normal gene products, the mutagen
applied to the tumour has induced mutations that
affect the level of transcription or translation of the
gene without altering the sequence of the expressed
protein.

20.3.2 Human tumour antigens detected
by immune cells

Immune responses to human tumours are
usually detected following an in vitro boost in
which lymphocytes are stimulated with tumour
antigen in culture. Both CD4 and CD8 T cells can
be stimulated by appropriately pulsed APCs and
the generation of effector cells in the cultures can
be measured by the assays described in Section
20.1.8. For these cultures it is necessary that the
T cells andAPC are geneticallymatched. In practice,
in humans they usually come from the same
individual.

This constraint means that most experiments in
man have taken a similar form. Lymphocytes from
peripheral blood, tumour-draining lymph nodes,
or extracted from the tumour itself (tumour infilt-
rating lymphocytes or TILs) are co-cultured with
APCs and tumour cells, which have been irradiated
or mitomycin treated to prevent their growth.
T cells can be cloned from these polyclonal popu-
lations by limiting dilution in the presence of anti-
gen (tumour cells), APC, and IL-2. The difficulty of
obtaining lymphocytes and viable autologous
tumour cells for this in vitro boosting procedure has
dictated that most work has been carried out on
tumours which can be disaggregated easily or grow
well in tissue culture. In spite of these limitations
evidence for tumour-specific response of CD4 or
CD8 T cells has been obtained for a number of
human tumour types, including lung, ovary, and
renal carcinoma, and melanoma. Because melano-
ma grows well in vitro and the tumours are often
superficial and can be easily biopsied, a great deal
of work has been carried out on this tumour. Sev-
eral target antigens have been identified by Boon
and his colleagues, employing a similar strategy to
that used for the cloning of murine tumour anti-
gens (Boon et al., 1994).

CD8 cytotoxic T cell clones specific for an auto-
logous melanoma tumour cell line were generated
following in vitro boosting. One of these was used
to clone its target antigen. Repeated exposure of the
autologous melanoma cell line to the cytotoxic
Tcellseventuallygeneratedatumourvariant lacking
the target antigen, which could not be killed by the
cytotoxic T cells. A cosmid DNA library was then
prepared from the original tumour and transfected
into the tumour antigen negative variant. Trans-
fectants were screened for the presence of the
antigen using the cytotoxic T cell clone. From
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a transfectant expressing the tumour antigen, the
cosmid was recovered and after further sub-
cloning a previously unknown melanoma antigen
gene (MAGE) was identified. The target epitope
in MAGE is restricted by the MHC class-I allele,
HLA-A1. The first MAGE gene has now been
shown to be a member of a new gene family whose
function is as yet unknown. MAGE 1 has only been
detected in the testis among normal tissues tested
but mRNA for MAGE 1, 2, or 3 is frequently
detected in melanomas, lung cancers, and some
other tumours. Interestingly, the MAGE 1 gene in
melanoma cells is identical to that in non-tumour
DNA of the patient. This is true also for another
antigen recognized by T cells in melanoma, the
enzyme tyrosinase. Like MAGE, tyrosinase has a
restricted tissue distribution in normal cells.

Many other groups have now identified antigens
detected by T cells in human cancers. Some of these
are also recognized by antibodies from the same
patients (see Section 20.4). These data indicate that
many cancer patientsmake T and B cell responses to
diverse molecules of tumour cells, the majority of
which are unaltered but overexpressed antigens.
Nevertheless, most tumours continue to grow in the
face of this response so that either the responsemust
be too small or ineffective, or tumoursmust develop
effective escape mechanisms.

20.3.3 T cell responses to human
tumour antigens

The existence of immune responses to mostly
unaltered self-antigens in cancer patients poses
several questions. In particular, how is it that can-
cer patients make such responses while normal
individuals do not and how are responses to these
antigens initiated?

In an immune response to a pathogenic micro-
organism, the antigen is introduced into the body
along with ‘danger signals’ that stimulate pattern
recognition receptors. DCs and macrophages at the
site of entry take up the microorganisms and begin
to process antigens from them. At the same time the
‘danger’ signals initiate migration of dendritic cells
to the draining lymph nodes and upregulation of
MHC and co-stimulatory molecules. In the lymph
node the DCs present antigen and lymphocytes and
deliver costimulatory signals to T cells (Table 20.6)
(Barclay et al., 1997). DCs also produce multiple
cytokines, which also play a role in the activation of
T cells. Rapid T cell clonal expansion occurs in the

node followed by the exit of activated T cells from
the node and the migration of these cells back to the
site of inflammation. T helper cells enter B cell
follicles and provide help for B cells that have
responded to soluble antigen, that has also reached
the node in the afferent lymph (Figure 20.4).
Initially IgM and later IgG, IgA, and IgE are
produced. Antigen-specific cells also migrate to
distant lymph nodes and the spleen while high-rate
antibody-secreting plasma cells also home to the
bone marrow.
Several aspects of responses to microorganisms

differ from the situation in normal tissues or a
tumour. The most obvious is that although antigens
from normal or tumour cells may be taken up by
APCs when cells die, this is not normally accom-
panied by delivery of a ‘danger signal’. There is
thus no reason why DC should either migrate to
draining lymph nodes or upregulate costimulatory
molecules. In addition it is possible that the
majority of cells that escape deletion in the thymus
are of too low affinity to respond to self-antigens
under normal circumstances.

Table 20.6 Costimulation of T cells

T-cell receptor/ligand APC receptor/ligand

Ig superfamily molecules
CD2 CD58/CD48
CD4 MHC class II
CD8 MHC class I
CD28 CD80/CD86 (B7.1/B7.2)
CD152 (CTLA 4) CD80/86 (B7.1/B7.2)

TNFR and TNF family molecules
CD27 CD70
CD30 CD153
CD134 (Ox 40) Ox 40 L
CDw137L (4-1BBL) CDw137 (4-1BB)
CD154 CD40

Ig superfamily and integrin family
CD54 (ICAM-1) CD11a/CD18 (LFA-1)
CD11a/CD18 (LFA-1) CD54 (ICAM-1)

Cytokines and chemokines Cytokine and chemokine receptors

Cytokine and chemokine
receptors

Cytokines and chemokines

The interaction between T cells and APC is reciprocal. APC activate
T cells and in turn T cells promote differentiation and activation of
APC. Some co-stimulatory cell surface molecules and cytokines are
expressed by both cell types. Most of the immunoglobulin (Ig)
superfamily molecules are involved in activation or inhibition of T cells.
The TNF and TNF receptor family molecules appear to direct the
pathway of differentiation of T cells.
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Of course in normal tissues or tumours,
lymphocytes could interact directly with tissue or
tumour cells rather than specialized APCs. How-
ever, this type of interaction has been demonstrated
to result in inactivation of T cells rather than
activation. Inactivation results because the tissue or
tumour cells lack the costimulatory molecules
present on APC and do not produce the cytokines
needed for efficient T cell activation (Lanoue et al.,
1998). How then, can tumours activate a specific
immune response?
Experiments in mice suggest that CD4 and CD8

antitumour responses are generated not by direct
contact of tumour cells and lymphocytes but only
after uptake of tumour material by APCs (so-called
cross-priming) (Girolomi and Ricciardi-Castagnoli,
1997). This implies that some exogenous material
must enter the endogenous antigen-processing
pathway and this has been shown to occur. Nev-
ertheless, the problem of the source of danger sig-
nals required to initiate a response remains.
However, as the tumour grows it often outgrows its

blood supply leading to anoxia and cell death. This
may cause sufficient local inflammation that
activation of APC occurs. An important contribut-
ory factor is the production of stress proteins (heat
shock proteins) in tumour cells. These act as an
internal ‘danger signal’ and may also transfer
bound peptide antigens to APCs (Przepiorka and
Srivastava, 1998).

The foregoing discussion indicates why
antitumour immune responses may be a late and
suboptimal event. Early on in tumour growth no
‘danger signals’ will be generated and because few
cells are dying little antigen will enter APCs. Any
lymphocyte entering the tumour and encountering
tumour cells directly will be inactivated because of
the lack of co-stimuli. Only when the tumour has
reached a size when cells die and a stress response
is generated will ‘danger signals’ be produced.
Even this may be suboptimal and furthermore the
frequency and affinity of potential responder T cells
may be low due to thymic selection. Given these
handicaps, it may not be surprising that most
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Figure 20.4 Interactions in an immune response. Antigen is taken up by DCs, which migrate to the draining lymph node. Soluble antigen
also reaches the node in the afferent lymph. In the node, DCs present antigen to CD4 and CD8 T cells and B cells encounter soluble antigen.
Clonal expansion of T and B cells takes place and cytotoxic T lymphocyte (CTL) and T-helper effector and memory cells are generated. B cells
develop into plasma cells (PCs). Effector cells leave the node and migrate via lymph and blood to the original site of antigenic stimulation.
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tumours outrun the immune response and kill
their host.

20.3.4 Unrestricted cytotoxicity

In early human experiments in which patients’
lymphocytes were cultured with live tumour target
cells, outgrowth of colonies of tumour cells was
often inhibited (colony inhibition). In the early
experiments the inhibition of growth appeared to
be tumour type-specific so that lymphocytes from a
patient with lung cancer could inhibit the growth of
all lung cancer cell lines but not that of other
tumour types. When more extensive controls were
included in the assays the specificity appeared less
clear-cut and it emerged that lymphocytes from
normal individuals were often as inhibitory to
tumour cell lines as were those from cancer
patients. Subsequent experiments suggest that two
different types of cytotoxic activity may have been
detected in the earlier experiments. Finn and col-
leagues have shown that T cells from breast cancer
patients, repeatedly boosted in vitro with breast
cancer cells expressing the polymorphic epithelial
mucin (PEM) develop PEM-specific but genetically
unrestricted cytotoxicity (Jerome et al., 1993). PEM
has an extracellular domain mainly consisting of a
20 amino acid sequence repeated many times. It is
suggested that because this is a large repetitive
array, it may bind to the TCR without the need for
MHC presentation.

A second type of cytotoxicity detected in the
early experiments is NK activity (Takasugi et al.,
1973). NK cells have a characteristic phenotype.
They are larger lymphocytes than most T and B
cells and contain cytoplasmic granules (large
granular lymphocytes). They share surface anti-
gens with T lymphocytes and also with monocytes
but do not express the TCR. Instead, NK cells
express receptors that are members of two families
of molecules, either immunoglobulin-like (killer
immunoglobulin-like receptors or KIRs) or lectin-
like (covalent dimers of CD94 and NKG2 family
members) in structure (Lopez-Botet and Bellon,
1999). These molecules do not undergo somatic
rearrangement like immunoglobulin itself or the
TCR, so that a relatively small number of ligands
may be recognized. The receptors are expressed on
sub-populations of NK cells and on some activated
T cells. It is clear that at many MHC class I mole-
cules are ligands for NK receptors and that ligation

of the receptors can have either activating or
inhibitory effects on NK or T cells (KIR originally
stood for killer inhibitory receptor).
The existence of KIRs provides an explanation

for the early observation that NK cells often effici-
ently killed target cells with low or no expression of
MHC class I, since these cannot deliver an inhibit-
ory signal. That NK cell function is clearly regu-
lated by contact with self-MHC molecules and that
NK cells produce abundant IFN-g-and other cyto-
kines has led to suggestions of several roles. These
include acting as a rapid early response system for
viral infections (since many viruses downregulate
MHC antigens) a role in regulating haemopoiesis
and as part of the innate immune system in activ-
ating adaptive immune responses. Because they kill
many tumour cell lines and recognize cells with
low expression of MHC in vitro they have also been
suggested to play a role in immune surveillance.

20.4 Human tumour antigens detected
by antibodies

A great deal of effort has been devoted to attempts
to use antibodies to detect new antigens on human
tumours (see also Chapter 26). A unique genetic
change in a cell might lead to the expression of a
new antigen unique to that tumour—a tumour-
specific antigen. Such an antigen may provoke a
host response but the development of antibodies to
it may only be useful to the tumour-bearing indi-
vidual because the same antigen is not found in
other tumours, even of the same type. More useful
from the point of view of diagnosis or immu-
notherapy are tumour-associated antigens. These
are antigens present on or in all tumour cells of a
particular type but not found on normal cells. In
tumours caused by viruses, proteins coded by the
viral genome are effectively tumour-associated
because they are generally found only in very
rare normal cells, for example, some lymphomas
have EBV antigens and one type of T cell leukaemia
has antigens of the human T leukaemia virus
(HTLV 1) while cervical tumours express papillo-
mavirus genes.
Early attempts to reveal tumour-associated anti-

gens used sera either from tumour patients or from
animals deliberately immunized with human
tumours. Both types of study have considerable
problems. Sera from tumour patients might appear
to be ideal reagents but in practice they often have
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in them antibodies capable of reacting with many
types of cells. These include antibodies to blood
groups, histocompatibility antigens, and auto-
antibodies that react with normal as well as tumour
cells. Antisera raised in animals, usually rabbits,
have similar problems. The rabbit antiserum ‘sees’
many antigens on a human tumour cell but the
majority of these are present on normal cells also.
Such sera therefore require extensive absorption to
render them specific for tumour cells and it is not
surprising that reports of successful production of
specific heteroantisera are few in number, nor have
they in general been particularly useful in tumour
diagnosis or therapy. Some exceptions are men-
tioned below.
When monoclonal antibodies were developed,

many investigators realized that monoclonal anti-
bodies might provide reagents for detecting
molecular differences between cell types and,
indeed, mouse monoclonal antibodies can distin-
guish between human leucocytes and all other
human cells, between T and B lymphocytes, or
between different subpopulations of T lympho-
cytes. The molecules identified by these mono-
clonal antibodies are differentiation antigens
(antigens present on one cell type but not in another
or expressed at a particular stage of maturation)
(see Chapters 18 and 26). In many cases they have
been shown to be involved in functions associated
with the particular cell type. These results sug-
gested that it should be possible to produce
monoclonal antibodies, which could distinguish
between tumour and normal cells. Differences have
indeed been recognized but so far there is no con-
vincing evidence of a specific tumour-associated
antigen.
Prior to the monoclonal era, polyclonal antisera

raised in rabbits identified a number of antigens
that initially appeared to be tumour-associated.
Two examples are carcinoembryonic antigen
(CEA), and common acute lymphoblastic leuk-
aemia antigen (CALLA). CEA is a glycoprotein
abundantly present in most colon carcinomas. Ini-
tially, the antigen was not thought to be present in
normal colonic epithelium but was found in
embryonic gut. Later, when more sensitive mono-
clonal antibodies were developed, CEA was shown
to be present in the normal colon and in many other
tumours as well as colon cancer. CEA is also found
in serum. These findings are characteristic of many
‘tumour-associated antigens’. First, the antigens
are not truly tumour-associated and often not

tumour type-specific either. Second, there is a
quantitative difference in expression between
tumour and normal tissue. This means that meas-
urement of tumour antigen level (in the case of CEA
by a radioimmunoassay of serum levels) can be a
useful diagnostic or follow-up procedure. How-
ever, the distinction between a positive and negat-
ive result is arbitrary and both false positives and
false negatives can occur (Moertel et al., 1993). CEA
is really an example of a common category of
molecules; differentiation antigens that are expres-
sed at different levels on many epithelial cells and
overexpressed in some epithelial tumour cells.

CALLA also appeared at first to be a tumour-
associated antigen. However, once monoclonal
antibodies to the molecule were produced it was
discovered that a small proportion of cells in normal
bone marrow expressed the antigen. Subsequently
it was shown that these were developing
B lymphocytes and that CALLA is transiently
expressed on cells early in the B lymphocyte lin-
eage. CALLA is therefore another normal differen-
tiation antigen. Nevertheless, it is a useful molecule
in leukaemia diagnosis since CALLA-positive cells
are not normally found outside the bone marrow.
Furthermore, CALLA-positive leukaemias have a
relatively good prognosis (Chapter 18).

While the advent of monoclonal antibody tech-
nology led to the definition of numerous antigens
of tumours, for example, over 40 different antigens
in melanomas (Herlyn and Koprowski, 1988), none
of these antigens, immunogenic in rats or mice,
proved to be truly tumour-associated. More
recently, a new method termed SEREX (serological
analysis of tumour antigens by recombinant cDNA
expression cloning) has allowed the definition of
tumour molecules recognized by the host antibody
response. In this method cDNA expression libraries
are prepared from fresh tumour specimens, pack-
aged into phages and expressed in Escherichia coli.
Recombinant proteins expressed during growth of
bacterial colonies are transferred to nylon mem-
branes. The membranes are then probed with
serum from the autologous patient which have
been absorbed with normal tissues and diluted.
Antibody binding is detected with an enzyme
linked anti-human IgG antibody to ensure that only
molecules to which the patient has made a specific
and strong response are detected. Positive spots
are characterized by recovering and sequencing the
phage insert from the relevant bacterial colony (Chen
et al., 2000). Using this method a large number of
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antigens recognized by host B lymphocytes have
been identified. The sequences of these are available
in a database of over 1000 entries (www2.licr.org/
cancer/immuno-DB/index.html).

The SEREX approach has provided many new
targets for immunotherapy and cancer diagnosis
and in general it has confirmed what was already
established with polyclonal or monoclonal anti-
bodies raised in non-human species. Thus, most
SEREX-defined antigens are expressed in some
normal tissues as well as one or more tumour types
(cancer-testis antigens show one of the most res-
tricted distributions). Many antibodies are directed
to molecules that are overexpressed in tumour cells
compared to the corresponding normal tissue.
Antigens coded by mutated genes have only rarely
been detected by antibodies. Finally, and perhaps
unsurprisingly since the presence of IgG antibodies
implies a CD4 T cell response, several molecules in
the SEREX database have also been identified as the
targets of T cell responses (an example is theMAGE
antigen first defined by Boon).

20.5 Immunodiagnosis

Ideal reagents for immunodiagnosis or immu-
notherapy would discriminate absolutely between
tumour and normal cells. In addition they would
distinguish between benign and malignant
tumours. However, as discussed earlier, most if not
all antibodies raised against tumours identify dif-
ferentiation antigens. Nevertheless, these can be
useful in cancer diagnosis because they identify the
origin of a cell and panels of monoclonal antibodies
are used in pathology and haematology laborator-
ies to help in the identification and classification of
tumours. For example, in the diagnosis of acute
lymphoblastic leukaemia (see Chapter 18) anti-
bodies have allowed clear distinctions to be made
between T and B cell forms of the disease, which
have a very different prognosis and respond dif-
ferently to conventional chemotherapy. Identifica-
tion of bad prognosis patients is important because
it is sensible to try new forms of therapy in indi-
viduals with little chance of survival with current
treatment.

Monoclonal antibodies are also useful in identi-
fying the origin of tumour cells when this is difficult
by conventional histological methods: antibodies to
differentiation antigens (Table 20.7) can usually
identify the origin of metastatic tumour cells even if
these are cytologically undifferentiated. This has

important implications for the management of the
patient because secondary carcinoma is often
chemotherapy-resistant while lymphoid tumours
are often sensitive.
Monoclonal antibodies are also being used in

attempts to localize tumours in vivo for both dia-
gnosis and therapy. For both diagnosis and ther-
apy, specificity is all important. Radiolabelled
antibodies used for diagnosis may reach a tumour
but inevitably are also taken up non-specifically by
organs such as the liver and the spleen. Similarly,
the antibodies used for therapy and labelled with
isotopes, toxins, or prodrugs may reach tumours
but also other organs, which they may damage.
These problems are discussed in Chapter 26.

20.6 Problems facing immunotherapy

20.6.1 Introduction

Immunotherapy is treatment by immunological
means. In active immunotherapy the tumour
bearer’s own immune system is stimulated to
respond to the tumour while in passive immu-
notherapy, immune cells or their products are
given. Immunotherapy may also be specific or non-
specific. Specific active immunotherapy aims to
stimulate only a response to the tumour or deliver
passively agents such asmonoclonal antibodies that
target the tumour. Non-specific therapy boosts all
immune responses, for example, through the use of
cytokines or lymphokine activated killer (LAK)
cells. Many of these forms of immunotherapy are
considered in detail in Chapters 14, 26, and 27. This
section will therefore deal mainly with the prin-
ciples underlying and problems facing, attempts to
use active immunization.
Experimental evidence suggests that CD4 and

CD8 T cells and antibody may all play a role in
effective immunotherapy indifferent animal tumour

Table 20.7 Antibodies for identification of undifferentiated
tumours

Tumour type Tissue of origin Antibody specificity

Carcinoma Epithelia Cytokeratins
Sarcoma Connective tissue Vimentin
Neuroblastoma Nervous tissue Neuro filaments
Glioma Glia Glial fibrillary acidic

protein
Myosarcoma Muscle Desmin
Leukaemia/lymphoma Leucocytes CD45
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models. However, generally T cells appear to play a
major role in immunity to solid tumours, while
antibodies are more effective against leukaemia or
lymphoma. Most active immunization has therefore
sought to induce strong cellular immune responses,
which have been shown to be capable of eliminating
large tumour masses in experimental animals and
humans (Melief, 1992; Heslop et al., 1994). An
additional reason for doing so is that the target
antigens need not be cell surface molecules, since
processed peptide epitopes reach the cell surface to
be recognized by T cells (Figure 20.4).

20.6.2 Induction of antitumour immune
responses: antigens and adjuvants

For immunization against tumours, what antigen to
use is the first problem to be faced. Although
increasing numbers of tumour antigens are being
defined by SEREX, using T cell clones or by
sequencing peptides eluted from tumour MHC
antigens, individual tumours vary in antigen
expression. This means that for any tumour type it
would be sensible if possible, to immunize against
several antigens (as is the case for most vaccines
against microorganisms). As yet this is rarely pos-
sible in humans so that in practice most human
experiments have taken one of two approaches.
Either immunization is with antigens known to be
well expressed on most tumours of a particular
type, including CEA for colon cancer, PEM in
breast cancer, and MAGE in melanoma (see
Sections 20.3.2, 20.3.4, and 20.4 and Chapter 27).
Alternatively, whole tumour cells are used. Irre-
spective of the antigen used, the aims of immun-
ization will be to induce a strong CD4 and CD8
T-cell response against the chosen antigen(s).
One problem that particularly applies to

immunization against tumours rather than micro-
organisms, is the possibility that damaging
responses to self-antigens might be induced. As
discussed above, most tumour-associated mole-
cules are unaltered self-molecules, often expressed,
though usually at a lower level, in normal tissues as
well as tumours. That this is a real problem is
shown by experiments in which mice undergoing
successful immunotherapy against a melanoma
became de-pigmented (Srinivasan et al., 2002) and
patients have exhibited vitiligo (de-pigmentation)
while undergoing anti-melanoma immunotherapy
(Wankowicz-Kalinska et al., 2003). This particular

side effect is not life-threatening but autoimmune
responses to other antigens might be. Selection of
antigens as target for immunotherapy should
therefore take into account the tissue distribution of
the antigens. It is a disadvantage of the use of
whole tumour cells as antigen that it is impossible
to control which antigens the host responds to.

The recognition that ‘danger signals’ were essen-
tial for initiation of immune responses has provided
an explanation for why an immune response
might be a late event in the evolution of a tumour
(Section 20.3.3). This and recognition that tumour
cells lacked co-stimuli such as CD80 or CD40 led to
experiments in which tumour cells were trans-
duced with genes coding for costimuli or cytokines
(effectively internal ‘danger signals’). However,
evidence that immune responses to tumours are
induced following uptake of tumour antigens by
APC (cross-priming, see Section 20.3.3), suggests
that optimal strategies for induction of antitumour
responses should target tumour antigens to APCs.
This has led to immunotherapy based on the use of
antigen-loaded and activated DCs (Adams et al.,
2000 and see Chapter 27). For this it is necessary that
the DCs are MHC-matched with the patient, in
practice usually autologous, and obtaining suffi-
cient DCs is laborious, technically demanding,
and expensive. Alternative means of targeting DC
in vivo are being explored. Interestingly, giving
antigen plus granulocyte monocyte colony stimu-
lating factor (GM-CSF), a cytokine that is chemoat-
tractant for DCs, has been shown to be an effective
means of immunization (Pardoll, 1998). In effect,
such a strategy mimics the release of cytokines,
induced at a site of inflammation by ‘danger sig-
nals’, that leads to accumulation of inflammatory
cells. A similar effect can be achieved by the use of
adjuvants. These are substances that potentiate
immune responses in several ways. They provide
‘danger signals’, often delivered by incorporated
bacterial products, they often provide a slow release
depot of antigen and their physicochemical prop-
erties, for example, particulate materials, may pro-
mote entry of antigen into the cytosol and
endogenous antigen processing.

At present very few adjuvants are licensed for
human use and the most well-established, alumi-
nium salts, favour Th2 responses. However, new
adjuvants are becoming available (Moingeon et al.,
2002) and new immunization strategies are being
developed to induce strong and long-lasting cellu-
lar (CD4 and CD8) responses. To date, the so-called
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prime/boost regimes appear to be one of the most
effective (Irvine et al., 1997). In this method the
antigen is first presented in one form, often as
DNA, and the subjects are boosted with antigen
presented in a different form, often in recombinant
vaccinia or adenoviruses. These induce inflamma-
tion (‘danger signals’) and a large secondary
immune response is induced and effector cells
produced.

Whatever the target antigen and means of
immunization are, it is important that both CD4
and CD8 responses are induced concurrently, as
recent evidence has shown that CD8 memory cells,
induced in the absence of CD4 help, do not respond
to secondary stimulation (Shedlock and Shen,
2003). This dictates that the antigen should contain
epitopes able to stimulate both sorts of T cells.
Whole recombinant proteins or tumour cells are
therefore more likely to be effective than CD8 target
epitopes alone, which have been used in some
human experiments (see Chapter 27).

20.6.3 Escape mechanisms

Mechanisms for escaping from immune responses
are not confined to tumours. Almost, if not all,
microorganisms have escapemechanisms and these
are often similar to those found in tumours. Micro-
organisms and tumours may be immunosuppress-
ive and these effects may be general or local. Many
tumour-bearing patients show depressed immune
responses and defects in signalling through the TCR
and its associated CD3 complex have been demon-
strated (Agrawal et al., 1998). The cause of this effect
is unclear but may be due to cytokines such as
transforming growth factor-b (TGF-b) and vascular
endothelial growth factor (VEGF), often produced
by tumours, which have been shown to have sup-
pressive effects on lymphocytes. Furthermore, there
is a complex relationship between tumours, their
microenvironment, and the immune system, that
may facilitate tumour growth and metastasis as
much as preventing it (Coussens and Werb, 2002).

A major escape mechanism of tumours, also
found in microorganisms, is interference in antigen
presentation. More than half of all tumours show
abnormalities in MHC class-I expression, ranging
from downregulation of a single allele to loss of all
class-I molecules, and diverse molecular mechan-
isms for this have been demonstrated (Bontkes et al.,
1998). Clearly, however effective an antitumour

immunization regime may be, it will be ineffective
if the target epitopes can no longer be presented to
effector T cells by the tumour cells. The common
finding of loss of some HLA alleles in tumours
suggests that antigen binding to as many different
HLA molecules as possible should be used for
immunization. Since HLA loss increases with
tumour progression, active immunization is likely
to be most effective if instituted as early as possible
in the course of the disease. As yet this is seldom
possible since conventional surgery, radiotherapy,
or chemotherapy usually take precedence over
unproven modalities such as immunotherapy.

20.7 Conclusions

T-cell cloning and the SEREX methodology have
defined many tumour-associated molecules. Gene
profiling is further defining what molecules are
expressed or overexpressed in tumours. These
are powerful techniques for defining how tumour
cells differ from normal cells. Nevertheless,
immunotherapy faces many difficulties but there
have been some encouraging results.
Perhaps surprisingly in view of the results of

experiments with antibodies against solid tumours
in mice, initial results of trials with monoclonal
antibodies against human colon cancer have been
encouraging (Riethmuller et al., 1998). This may be
because the antibodies are targeted to minimal
residual disease, in other words single cells, which
are more accessible to antibodies than large tumour
masses. Harnessing cell-mediated responses is
more difficult. While cytokines have powerful
effects on host responses, so far they have been
relatively disappointing (Chapter 14). Whether
combining cytokines or other co-stimuli with
tumour cells, recombinant antigens, orDNA, for use
as vaccines, will lead to effective immunotherapies
remains to be seen. The frequent development of
escape mechanisms in tumours suggests that
immunotherapy will always be a race against time
and that it should be applied as early in tumour
evolution as possible and in conjunction with other
(non-immunosuppressive) debulking therapies.
There is one area in which immunology will

contribute to cancer treatment, or rather preven-
tion. A number of viruses play a role in the induc-
tion of tumours including hepatitis B virus in liver
cancer, EBV in Burkitt’s lymphoma and nasophar-
yngeal cancer, human papilloma viruses (HPVs) in

T H E IMMUNO LOGY O F CANCER 353



genital tumours, and HTLV-1 and 2 in some lym-
phoid tumours (see Chapter 13). Prophylactic
immunization against these and perhaps other as
yet undiscovered agents is likely to prevent or
reduce the incidence of these tumours. Already
there is evidence that widespread use of hepatitis B
vaccine in endemic areas can reduce the incidence
of liver cancer (Lee et al., 1998). Much effort is being
expended on vaccines for EBV and HPV and trials
of HPV vaccines are showing encouraging results
(Koutsky et al., 2002). As is the case with infectious
disease, prophylactic immunization rather than
treatment may be the most direct contribution of
immunologists to the reduction of cancer mortality.
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21.1 Introduction

Molecular pathology is the study of basic mechan-
isms involved in pathogenesis of diseases at the
molecular level. In addition to ‘classical’ examina-
tion of themorphology of diseased tissues and cells,
it is now starting to embrace novel techniques of
molecular biology that will enable us to reveal the
origin and the development of the disease pro-
cesses by examining the nucleic acids and proteins.
Molecular pathology has a special role in both

clinical oncology and translational research. It is
crucial not only in determining the tumour type
and establishing tumour grade and stage (for
details see Chapter 1), but is now starting to be
instrumental in deciphering novel biomarkers for
early cancer diagnosis, in patient stratification for
individualized treatment (‘tailored therapy’) and
determining biomarkers with a prognostic value.
In this chapter, we will first outline the principles

of tissue preparation and processing that are
necessary for their adequate preservation for sub-
sequent analysis, and then give an overview of
several techniques used in molecular oncology.

21.2 Preparation and processing
of tissues and cells

Tumour classification is still largely based on
determining the site of the tumour origin and its

appearance under the microscope, the latter
being the product not only of the neoplastic cells
themselves but also the surrounding mesenchymal
stromal elements. Optimal analysis of patients’
samples can, however, only be undertaken if the
specimens are correctly handled. The outline of
typical specimen processing is shown in Figure 21.1.

In order to prevent autolysis and preserve fine
structural characteristics of the tissues for sub-
sequent analysis, the process of fixation of tissues
should be performed as soon as they are removed.
This is usually achieved through the mechanism of
protein cross-linking by suspending the tissues in a
volume of fixative at least 10 times larger than that
of the specimen. There are several types of fixative,
being either chemical (such as aldehydes, alcohols,
oxidizing agents, mercurials, and picrins) or
physical (heat). By far the most commonly used
in histopathology practice is 4% formaldehyde
(10% formalin). As lipids are largely lost during
aldehyde fixation, mercuric chloride fixation
should be used where it is important to demon-
strate fat; for carbohydrates, alcohol-based fixatives
are employed. Methanol, ethanol, or acetone are
primarily used for fixing frozen sections and in the
analysis of cytological smears.

After fixation, the sample is dehydrated in alcohol
gradients (70%, 95%, 100%) and ethanol is then
removed with xylene (‘clearing’). The prepared
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tissue is now ready for the embedding procedure,
which is regularly performed using paraffin wax
(paraffin wax is not miscible with water and dehyd-
rating agents), which is cheap, provides adequate
support to the tissue, and is easy to section. Once
embedded in paraffin wax, the tissue can then be cut
on a microtome with a disposable metal blade to
produce sections of 4 mm (lymph nodes, renal
biopsies) to 7mm(majority ofother tissues),whichare
usually adequate for most diagnostic purposes with
light microscopy. For high resolution light micro-
scopy and ultrastractural studies under the electron
microscope, alternative embeddingmedia need to be
used, such as epoxy or acrylic resins. Ultra-thin sec-
tion (0.5–1 mm) cutting is then performed on an
ultramicrotome using a glass or diamond knife.

If rapid production of sections is required for
urgent diagnosis, unfixed tissues can be snap-
frozen. It is usually performed in solid carbon
dioxide (‘cardice’), carbon dioxide gas in aerosol
spray, or by dropping the piece of tissue into
isopentane that has been pre-cooled to�160�C by
immersion into liquid nitrogen (�190�C). The
frozen tissue can now be embedded in OCT and
sectioned on a cryostat, or stored at �80�C or in
liquid nitrogen. Obtaining and storing freshly fro-
zen tissues is also crucial for the isolation of high-
quality nucleic acids and proteins (particularly
when analysis of activation status is anticipated),
usually required for research purposes.

Neoplastic cells can be shed spontaneously into
blood and other body fluids, or can be obtained by
brushing, scraping, lavage, or aspiration. Cytology
therefore has an increasing role in the diagnosis of
human tumours because it is now possible to obtain
cells from virtually any site in the human body with
remarkable accuracy using advanced radiological
techniques employing CT (computerized tomo-
graphy) scanning, ultrasound, and nuclear mag-
netic resonance (NMR). Suction can be applied to a
fine bore needle placed even in a relatively inac-
cessible tumour and cells aspirated from it. For
cytological analysis, the cells can either be fixed in
alcohol or allowed to dry rapidly on a glass slide
which enables the cells to adhere strongly. A wide
range of stains that are used in histopathology as
well as immunocytochemical procedures are
equally applicable to cytological preparations and,
although the number of the cells per sample is
usually relatively small, non-specific background
staining is usually low.
For most cytology laboratories the largest pro-

portion of specimens comprise cervical smears (for
detailed description refer to Chapter 29).

21.3 Histochemistry

Before staining of the slides carrying tissue sections
can be performed, the embedding process has to be
reversed by passing the slides through xylene,

Tissue biopsy 
Needle biopsy

Endoscopic biopsy 
Incision and excision biopsy

Neoplastic cells 
Naturally shed (body fluids) 

Exfoliated (smear, brush) 
Fine needle aspiration

CytologyHistopathology

Snap-frozen Cytology slide

Specimen processing

Staining, IHC, in situ hybridization, FISH, 
Microdissection, Molecular analysis

Paraffin-embedded Flow-sorting

Figure 21.1 Schematic representation of specimen processing (IHC, immunohistochemistry; FISH, Fluorescence in situ hybridisation).
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alcohol gradients, and water (‘deparaffinisation’) in
order to remove the paraffin wax from the tissue
and allow water-soluble dyes to penetrate the sec-
tions. For most human tumours, histopathologists
can establish site of origin, grading, staging, and
subclassification of tumours, crucial for accurate
diagnosis, just by looking at the conventional
Haematoxylin and Eosin stained sections.
Haematoxylin was traditionally obtained from

theheartwoodof the treeHaematoxylincampechianum
(grown in the Mexican state of Campeche), but has
nowadays been exchanged for a synthetic variant.
It is not a stain itself, but rather its oxidation
product, haematein. Haematein is anionic, with a
poor affinity for the tissue without the presence of
a metal ion like iron, tungsten, or most commonly,
aluminium (Mayer’s, Cole’s, Harris’s haematoxylin,
etc). These complexes have a net positive charge
and thus enable binding to the nuclear chromatin.
When the section is washed under alkaline buffers
or tap water, the initial red colour is changed into
the familiar blue stainmainly confined to the nuclei.
Eosins (Eosin Y, Eosin B, and Ethyl eosin) are
xanthene dyes that stain the cell cytoplasm and
most connective tissue fibres in varying shades of
pink, orange, and red. More complex classifications
can be made using additional dyes that highlight
different cellular or extracellular matrix compon-
ents, such as van Gieson for collagen, Reticulin/
silver method for reticulin fibres, Masson’s tri-
chrome for skeletal muscle, Periodic acid-Schiff
(PAS) for glycogen, Congo red for amyloid, and
Alizarin red for calcium salts.

21.4 Immunohistochemistry

Immunohistochemistry (IHC) has had a major
impact on the practice of histopathology. In prin-
ciple, tissue sections or cell smears are treated with
an antiserum or purified antibodies to a specific
protein and the binding site is identified by a
marker which may be a coloured or a fluorescent
dye, a heavy metal (especially for electron micro-
scopy), a radioactive label, or an enzyme. Markers
are usually attached to the antibodies and may be
visualized directly or by a subsequent reaction.
Again, the detection of certain antigens is highly

dependent on fixation and processing, and the
availability of tissue fixed in a variety of fixatives is
valuable. Some antigens can only be detected after
the pre-digestion of the sections with enzymes
(e.g. chymotrypsin/trypsin) that will break protein

linkages and expose the target epitope(s). This
procedure of antigen retrieval can also be achieved
by heating in a microwave oven in citrate buffer.

A wealth of commercially available antibodies
has greatly expanded the role of IHC in the
molecular diagnosis of tumours (Table 21.1).
Detection of surface, intracellular, and extracellular
proteins, locally secreted proteins and hormones,
tumour classification, distinction of reactive from
neoplastic cells as well as determination of the
functional status of proteins (for instance, phospho-
rylated versus unphosphorylated (Ng et al., 1999)

Table 21.1 Selected immunohistochemistry panels for the
diagnosis and characterisation of Tumours

General Panel
CD45 (Leukocyte common)
Desmin
Vimentin
CK8
CK18
CEA (carcinoembryonic antigen)
NSE (neuron-specific enolase)
EMA (epithelial membrane antigen)
HMB45 (Melanoma-specific antigen)

Lymphoma Panel
CD45 (Leukocyte common)
CD15 (Hodgkin’s cells)
CD20 (B-cells)
CD3 (T-cells)
Bcl-2

Sarcoma Panel
Factor VIII
a-1 antitrypsin
Actin
Desmin

Germ Cell Panel
a-FP (alpha fetoprotein)
HCG (human chorionic gonadotropin)
PLAP (placental alkaline phosphatase)
HPL (human placental lactogen)

Mesothelioma Panel
CEA (carcinoembryonic antigen)
CK18
Calretinin
Thrombomodulin

Neuroendocrine Panel
NSE (neuron-specific enolase)
Chromogranin A
Synaptophysin

Proliferation Panel
Ki67
PCNA (proliferating cell nuclear antigen)
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has now been made easy and fast, especially if
performed in automatic staining machines.

Where morphological diagnosis of tumour is
unclear, immunohistochemical analysis may allow
subclassification with a considerable degree of
accuracy. The initial screen would use a broad
range of differentiation antigens to classify the
tumours into epithelial, mesenchymal, and lym-
phoreticular/haemopoietic lineages, and within
these broad groups, sequentially subclassify with
increasingly restrictive panels of antigens to deter-
mine the phenotype of the cells (see Table 21.1).

Many high grade lymphomas were undoubtedly
misdiagnosed as anaplastic carcinomas before the
advent of IHC, and since the response of high grade
lymphomas to treatment is now very good, this is a
critical distinction. It is also a relatively straight-
forward one, that can be achieved using a small
panel of antibodies that recognize lymphoid-
restricted antigens such as leukocyte common
antigen (CD45) or B- and T- cell markers (CD10,
CD20, CD23 or CD2, CD3, CD43, respectively) or
epithelial cell markers such as cytokeratins (CK8,
CK18, CK19) and epithelial membrane antigen
(EMA). If necessary, a further subset of more
restricted antigens can either confirm a tentative
diagnosis or subclassify a tumour even further.
This can be important, as many tumours actually
lose their high differentiation antigens during
progression and may only retain a limited detect-
able phenotype.

Neoplastic cells may not only lose certain
differentiation antigens but can also acquire
others during neoplastic progression. Examples of
so-called aberrant expression, that is, the detection
of an antigen not expected in that particular lin-
eage, are now readily identified by IHC. Cytoker-
atin expression, for example, previously thought to
be restricted exclusively to epithelial lineages, may
be detected in different types of cells, including
reticular cells in lymphnodes, chondrocytes, plasma
cells, smooth muscle cells, rhabdomyosarcomas,
and malignant fibrous histiocytomas. Markers
of mesenchymal lineages such as vimentin, while
strongly expressed in most sarcomas and malig-
nant melanomas, may also be expressed in some
carcinomas, especially those of renal, pancreatic,
and ovarian origin, as well as in carcinomas that
assume a spindle cell morphology. MUC1, which is
an epithelial membrane antigen, can also be found
on plasma cells and some lymphoreticular cells and
their neoplasms. It is therefore essential to assemble

wide-ranging antibody screens with expected
positive and negative results, preferably with more
than one positive for each lineage or subtype.
In addition, the resulting phenotype also needs
to be in an agreement with a plausible clinical
interpretation.
IHC has proved successful in determining the

status of several tumour suppressor genes, likeTP53
and RB, and numerous studies have confirmed
their prognostic relevance in various tumours. Anti-
bodies against cell cycle proteins like cyclins D1
and E have been used in the evaluation of breast and
squamous cell carcinomas, and immunoreactivity
to the anti-apoptotic molecule BCL2 (which is
upregulated in a number of tumours) can indicate
unresponsiveness to therapeutic regimes and poor
prognosis (Sjostrom et al., 2002).
There are some lineage-specific antigens that

may identify a particular cell type with great
accuracy. Examples of such antigens include thyr-
oglobulin, parathormone, peptide hormones from
neuroendocrine tumours such as calcitonin in
medullary carcinomas of the thyroid gland, or
endothelial antigens such as CD31, CD34, and
Factor VIII-related antigen. In addition to lineage
markers, immunohistochemical analysis can also
highlight structural alterations in neoplasia which
can be useful for assessment of tumours. To give an
example, staining of the basement membrane-
restricted antigens type IV collagen and laminin
can delineate the basement membrane around
in situ carcinomas. As tumours become invasive,
they tend to lose the ability to form basement
membranes (or it is degraded at the point of inva-
sion) and thus, potentially, this analysis can dis-
tinguish between in situ and invasive cancers.
One drawback of immunohistochemistry is that

both monoclonal and polyclonal antibodies can
recognize more than one epitope, or a similar epi-
tope on related or unrelated molecules, which may
give rise to cross-reactivity. So-called ‘non-specific’
staining may also arise when antibodies bind
to other tissue components. These problems are
sometimes encountered, especiallywhen antibodies
raised to a particular target have only been invest-
igated in a very restricted field.When applied in the
wider sphere of diagnostic pathology, the antibod-
ies being exposed to a whole range of potential
targets in many complex tissues, problems with
specificity may then become evident. Unless one
is aware of this potential problem (i.e. through
knowledge of data on reactivitywith awide range of
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normal and neoplastic tissues), misinterpretation
can arise. There is also a whole range of potential
artefacts owing to inappropriate fixation, endogen-
ous pigments, endogenous enzymes activating the
detection systems, and physical artefacts in the
tissues or reagents thatmaygive rise to false positive
and false negative reactions. All of these problems
can only be solved by experience and repetition of
results with a range of appropriate controls, and in
the case of novel monoclonal and polyclonal anti-
bodies by corroboration with another antibody
recognizing the same or a relatedmolecule.Western
blot analysis (immunoblotting) that combines pro-
tein gel electrophoresis, filter transfer, and detection
by specific antibody, is another method of assessing
protein expression and quantification. In addition
to providing data on the presence and relative
abundance of a particular protein, it also gives an
indication of potential cross-reactivity if several
bands are identified.

21.5 In situ hybridization

Detecting mRNA expression
In situ Hybridization (ISH) can provide crucial
information about where a specific mRNA is
expressed and has been applied successfully in a
great variety of cancer applications.
The generally preferred method for detecting

mRNAs in routinely fixed paraffin-embedded
materials uses riboprobes. These are single stran-
ded RNA molecules synthesized by in vitro tran-
scription using a DNA-directed RNA polymerase
(SP6, T3, or T7), sufficient nucleoside tri-phosphates
(including a labelled base) and a suitable DNA
template. Templates contain lengths of double-
stranded DNA bearing a sequence for RNA
polymerase binding and initiation, followed
by sequence that is specific to the target RNA.
A riboprobe capable of binding to an mRNA must
be ‘antisense’; that is, an RNA version of the non-
coding strand. Usually, templates are made from
plasmid DNA linearized using a restriction endo-
nuclease. Alternatively, specific cDNA fragments
can be amplified by RT/PCR using primers con-
taining RNA polymerase sequences, for example
(Frantz et al. 2001).
Riboprobe in situ hybridization offers greater

specificity and sensitivity than other ISH methods
using oligonucleotides or cDNA fragments because
more reporting labels can be hybridized specifically

to each target. Isotopic and non-isotopic riboprobes
can be used, each having advantages and dis-
advantages that have been discussed in detail
(Poulsom, et al. 1998). The value of non-isotopic
riboprobe methods in studies intended to screen
for sites of expression is severely limited by the
fact that peak sensitivity is dependent upon indi-
vidual cell type and fixation conditions, and per-
meabilization conditions usually need to be
‘titrated’ for individual blocks and even cell types
within a block. Signal amplification methods,
for example, using tyramide deposition to increase
the number of signal-forming sites derived from
each probe, have been evaluated rigorously, yet
isotopic ISH is more sensitive. In situ PCR ampli-
fication has been used effectively to increase ease of
detection but is not robust enough for screening
purposes and can be prone to PCR errors (Steel
et al., 2001).

Conventional formalin-fixed paraffin wax-
embedded tissues are suitable for ISH, and are
preferable in several ways to frozen tissue samples.
Re-blocking of small fragments of tissue from one
wax block to another does not usually cause pro-
blems, and tissue arraysmade using needle biopsies
of suitable donor blocks are a convenient way to
survey large numbers of cases for population stud-
ies of mRNA expression (Figure 21.2(a)). Frozen
tissues may give good mRNA labelling but are
awkward to store and handle and, above all, give
poor morphology. Cell cultures can be studied as
cytospins or directly if grown on glass slides, or by
sectioning wax-embedded plugs of agarose cast
around cells pelleted in microfuge tubes.

Certain cell types have well deserved reputations
for non-specific binding of probes. Eosinophils
frequently show non-specific binding despite the
fact that their granules are rich in RNases. Stratified
squamous epithelium in the skin can give high
background, and melanin can confuse, although in
reflected light, melanin is brownish unlike the
bright silver grains.

ISH is an excellent technique for revealing the cell
types that express the highest levels of the target,
compared to surrounding tissue, and can readily
identify just a few cells that express a target at
moderate levels, even when a northern blot is neg-
ative. Conversely, if a target is expressed widely at
moderate levels, for example, GAPDH, the
impression may be simply that of a generally grainy
high background, even though a northern blot of
homogenized tissue would be strongly positive.
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(a)

(b)

(d)

(c)

Figure 21.2 (a) Riboprobe detection of mRNAs in sections of tissue microarrays. Cores of formalin-fixed paraffin embedded pancreatic tissue are
hybridized to a 35S-labelled control probe for b-actin (top row) and a test probe (lower row): conventional and reflected-light dark field images
demonstrate the presence of abundant b-actin mRNA, seen as autoradiographic silver grains, supporting that the test mRNA was truly absent.
(b) DNA probe detection of regions of the Y chromosome in colorectal tissue. Conventional sections of tissue from an X0 : XY chimaeric
patient reveal the clonality of crypts (c.f. Novelli et al 1996). Cosmid DNA was labelled then detected using an indirect protocol, resulting in intense
dark brown deposits over positive nuclei. (c) Oligonucleotide cocktail detection of specific subtypes of human papilloma virus in conventional
sections of cervix. Commercial probe cocktails labelled with fluorescein were hybridized then detected using an anti-fluorescein; peroxidase
conjugate that generates a dark brown deposit over infected nuclei (several nuclei labelled with the HPV 16/18 probes, none with the HPV 6/11
probes). (d) Peptide Nucleic Acid (PNA) probe detection of abundant EBV-encoded RNAs (EBERs) in a conventional section of nasopharyngeal
carcinoma. Commercial PNA probe cocktail labelled with fluorescein were hybridized then detected using an anti-fluorescein alkaline
phosphatase conjugate that generates a dark purple deposit over the cytoplasm of cells with latent infection. The negative control section
was hybridized with ‘random’ fluorescein-labelled PNAs.
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The entire isotopic ISH procedure, from labelling
probes and cutting sections through to dipping,
takes 4–5 days, plus autoradiographic exposure
time (2–3 days for abundant mRNA targets, 10 days
for a moderately abundant mRNA target; pro-
longed exposure times are limited by background
grain formation that depends on many variables).
Autoradiographic silver grains are easily seen by
conventional microscopy if they are clustered
above cells, but a much more sensitive impression
of the pattern of expression and of background
graininess (due to irrelevant binding of probe) can
be obtained using epi-illumination without trans-
mitted light (Figure 21.2). This type of imaging is
easy to achieve using a microscope designed for
metallurgical studies, where the image is formed
only from light reflecting up from the specimen (off
the silver grains). Condenser block dark-field
imaging is rarely satisfactory. Phosphor imaging
has been tested as an alternative to the high resolu-
tion images produced by dipped emulsion autora-
diography; at present it offers low spatial resolution
but does allow quantification of the amounts of
hybridization.
Patterns of expression derived from using several

riboprobes on near serial sections can be compared
and used to establish that specific, differential pat-
terns of labelling occurred. To establish that there
was hybridizablemRNAwithin all cell types within
a section, a probe to b-actin can be used (Figure
21.2(a)). If there is no detectable actin, it is possible
that all mRNA in the specimen has degraded and
no useful information can be obtained from that
specimen. Signals from b-actin mRNA are usually
strongest over vascular smooth muscle cells and
the centres of inflammatory cell aggregates, and are
variable between other cell types. In contrast, the
levels of signal produced by a probe to the ‘house-
keeping gene’ GAPDH are less variable and thus
difficult to distinguish from a high background.

Detecting mRNA and protein expression
Sites of expression of an mRNA can conflict with
expectations, often because the protein is secreted
and taken up elsewhere. For example, immuno-
histochemistry for gelatinase-A (MMP-2) in blocks
of breast carcinoma indicates that this metallopro-
teinase is expressed principally in the tumour
epithelium, yet the mRNA is localized principally
to stromal cells with low or undetectable levels
of gelatinase-A mRNA in the tumour epithelium
(Poulsom et al. 1993). Thus, ISH and IHC are

methods that complement each other, revealing
different aspects of the gene’s expression. ISH can
be applied to look for sites of potential synthesis as
soon as a sequence has been cloned, much more
quickly than a specific antibody can be produced,
indeed ISH can sometimes be used to help validate
a candidate antibody.

Some applications require comparison of the
patterns of expression of mRNA and protein on the
same histology section, and protocols have been
recently developed that accomplish this in sections
of conventional blocks and tissue microarrays.
Experience of combined IHC/ISH is relatively
limited. Generally the distributions revealed are
not significantly different from those seen using the
methods singly, but this should be established for
each study.

Detecting cytogenetic abnormalities in
routine specimens
Chapter 6 describes several molecular cytogenetics
methods that can be applied to the study of cancer.
Some of the basic DNA ISH techniques can be
applied to clinical specimens whether ‘fresh’ or
archived, allowing further insight into the nature of
the individual case.

DNA probes to specific regions of the genome
can be labelled by a variety of techniques (many
pre-labelled probes are available commercially)
and used to look for the presence of highly specific
abnormalities. This may be relevant to diagnosis
and/or prognosis, as in Ewing’s sarcoma and
neuroblastoma where specific gains or losses of
regions of the genome can readily be established by
fluorescence ISH (FISH).

In breast cancer, the decision whether trastuzu-
mab (Herceptin) could rationally be included in
treatment, hinges on the level of expression in
tumour cells of ERBB2. Overexpression of this
receptor confers a selective advantage to the cells
(that can be blocked by the antibody drug), and is
usually driven by amplification of the gene. FISH
is the preferred method for establishing ERBB2
amplification, although chromogenic ISH (CISH)
methods are thought to have advantages (Gupta
et al., 2003). There is debate over the merits of IHC
protocols to reveal the level of protein as these give
variable levels of detection and correlation with
FISH data (Bartlett et al., 2003).

In a research setting, important information
concerning the mechanism of formation of early
adenomas has been obtained using CISH; a probe
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for Y chromosomes was used on colorectal tissues
taken from an individual who had XO/XY chi-
maerism (Figure 21.2(b)), and it was possible to
establish that all cell types within individual crypts
were clonal, that small adenomas were polyclonal
(Novelli et al., 1996) and that the pattern of growth of
these early lesions is from the crypt bases.

Detecting specific infectious agents in
routine specimens
DNA and Peptide Nucleic Acid (PNA) probes
can been used to establish the presence of viral
sequences in tissue sections. For example, probe
cocktails are available (www.innogenex.com)
that can not only show the presence in cervical
epithelium of Human Papilloma Virus (HPV),
but also indicate which subtypes are present (e.g.
Figure 21.2(c)). This can indicate whether the HPV
infection is likely to present significant risk of
neoplastic progression.

Another example is detection of Epstein Barr
virus expressed RNAs (EBERs), which are highly
abundant during latent infection in nasophar-
yngeal carcinoma cells and are readily demon-
strated using PNA probes labelled with fluorescein
(Dako www.dako.co.uk) and detected with anti-
fluorescein-enzyme conjugates (Figure 21.2(d)).
Recently, ISH methods have been used in a kit to
detect Helicobacter pylori in biopsy specimens and
simultaneously establish whether the bacteria
found are likely to be resistant to the antibiotic
clarithromycin (creaFAST� H. PYLORI TEST KIT;
www.oxoid.com/uk/). This is relevant to cancer
prevention as the relative risk of developing gastric
adenocarcinoma is up to fourfold greater in
patients infected with H. pylori. The World Health
Organization has categorized H. pylori as a class I,
or definite, carcinogen.

21.6 Tissue microdissection

Each organ is a complex three-dimensional
structure and each tissue is composed of various
cell types that can elicit different responses in dif-
ferent pathological states. Therefore, to delineate
the precise mechanism and the chronology of the
events in various diseases, isolation of pure popu-
lation of cells often becomes a prerequisite.

Severalmicrodissection techniques have beendeve-
loped, starting with manual or micromanipulator-
guided needle dissection under the ordinary light

microscope to modern automated systems such
as Leica (see www.leica-microsystems.com), PALM
(www.palm-microlaser.com) or the laser capture
microdissection (LCM) system from Arcturus (www.
arctur.com). They all allow efficient procurement of
defined cell populations from whole tissue sections
and the unique possibility to study tumour biology at
DNA, RNA and protein level from a single isolated
cell (Figure 21.3).
Independent of which dissection method is

applied, great care has to be taken throughout the
(microdissection) procedure to avoid degradation
of both nucleic acids and proteins, and a set of
rules and protocols therefore need to be developed
and validated in each laboratory and for each
individual tissue type.
As the least sensitive to degradation, micro-

dissected DNA has been used as a template for
several molecular techniques, such as PCR, loss
of heterozygosity (LOH), comparative genomic
hybridization (CGH), CGH array, and spectral
karyotyping (SKY) analyses to investigate genomic
profiles in cancer.
A far smaller number of studies have been per-

formed using RNA prepared from microdissected
material. In addition to ‘low-throughput’ methods
for gene expression such as RT-PCR or QRT-PCR,
RNA prepared from dissected tissue can also be
used in the context of ‘high-throughput’ oligo or
cDNA array analysis. As for this kind of study
RNA has to be of very high quality, only freshly
(snap)-frozen tissue blocks should be used as a
source of material. The tissue definition in frozen
tissues is not very well preserved, and it is some-
times difficult to identify the particular cell type.
It is possible, however, to perform immunohisto-
chemical staining on the frozen sections just
prior to microdissection (‘Immuno-LCM’)(Fend
et al., 1999), which greatly expands the ability to
study gene/protein expression in heterogenous
tissue.
In addition to difficulties in obtaining high

quality RNA, microdissection technique also suf-
fers from the inherent problem of limited quantity
of recovered material. PCR-based amplification
procedures have recently been superseded by
the method of linear amplification. This utilizes
an oligo dT primer combined with the T7 RNA
polymerase promoter for the cDNA synthesis
reaction, and T7 RNA polymerase to amplify the
cDNA. This results in several hundred-fold
amplified antisense RNA (aRNA). Since the T7
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RNA polymerase promoter is highly specific, it is
believed that the aRNA is truly representative of
the founder RNA population. Microdissected
material from a variety of tumours such as breast,
colorectal, oral, gastric, pancreatic, and squamous
cell carcinoma of the head and neck has been
employed successfully in profiling experiments
(Leethanakul et al., 2000; Crnogorac-Jurcevic et al.,
2002). As a result of such experiments, an increase
or decrease in expression of a number of tumour
cell-specific genes (representing all aspects of cell
life, such as metabolism, signal transduction,
cell cycle, development, immunity, and cell
death), many of which have not been previously
associated with the malignant process, have been
discovered.
As most pathology laboratories possess large

archives of paraffin-embedded tissue blocks, which
are extremely valuable for retrospective studies
when supported with clinical data, there have been
several attempts to recover RNA from paraffin
blocks for gene expression studies. Unfortunately,
the time from surgical excision to fixation, fixation
procedure, and RNA half-life were all shown to
have effects on the quality of the RNA obtained.
Although QRT–PCR analysis of small amplicons
(60–100 bp) can often be successfully performed,
the application of such degraded RNA for

large-scale differential gene expression profiling is
still under scrutiny.

Analysis of proteins from microdissected mater-
ial is presented with even more difficulties due to
the inability to apply amplification procedures to
protein material. However, as proteins are the final
‘players’ in the lives of cells, and their abundance
does not always follow the RNA expression levels,
obtaining the pattern of protein expression in
normal and pathological states, that is, normal and
cancer specimens, becomes crucial. In addition to
2D-gel analysis followed by mass spectrometry,
the profiling of microdissected cancer can now be
performed on antibody and a variety of other
protein arrays, as well as used for the pattern
analysis by SELDI-TOF (Surface Enhanced Laser
Desorption/Ionization—Time of Flight) mass
spectrometry (Petricoin et al., 2002).

In summary, microdissection has proved to be a
very powerful technique in cancer research. It
enables isolation and study of tumour cells at
various stages of cancer progression, distinguish-
ing between distinct tumour types, helps in
establishing the role of stromal cells surround-
ing tumour, and allows capture of invasive cells
breaking from the primary tumour (Zhu et al.,
2003). Furthermore, combining microdissection
technology with large-scale functional genomic

Laser capture microdissection for molecular analysis
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Figure 21.3 Illustration of laser capture microdissection and the utility of subsequently isolated material in molecular analysis (see also Plate 4).
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and proteomic analysis (see Chapter 22) offers
the genuine possibility of gaining real insight into
cellular processes in healthy and diseased states.

21.7 Tissue microarrays

Tissue microarrays are named by analogy to DNA
microarrays, but instead of DNA elements, small
tissue core biopsies are deposited on the glass
microscopic slides in a precise and regular manner.
The method was recently developed in the labor-
atory of Olli Kallioniemi at NIH in Bethesda
(Kononen et al., 1998). Construction of tumour
tissue microarrays is a straightforward procedure.
After defining the type of the array one wants
to construct, depending on what the aims and
purposes of the studies are, it begins with a
careful examination of tumour paraffin blocks by a
trained pathologist.Morphologically representative
regions of each individual tumour are selected
and cylindrical 0.6 mm core biopsies from the
donor blocks are transferred into the new recipient
paraffin block.

The idea stems from a multiblock sausage that
Battifora described in 1986 as a method of wrap-
ping 100 rods of tissue each 1 mm thick in a sheet
of mammalian small intestine that was then
embedded in a paraffin block (Battifora, 1986).
The major applications of this tissue block were
to test different antibodies and routinely monitor
the sensitivity of immunohistological procedures
between different laboratories. However, the
major drawback was the inability to precisely
locate each rod of tissue, which was achieved in
Kallionemi’s tissue microarray by a pattern-
forming spotting of circular tissue core biopsies.
Its advantages also include increased capacity,
negligible damage caused to the donor tissue
blocks, and the possibility for automated con-
struction and analysis of microarrays. The major
question of whether the minute tissue cores of
heterogeneous tumours that comprise each tissue
array are truly representative of their donor
tumours was addressed in several studies and the
results obtained on small core biopsies were in
general shown to be highly similar to the data
obtained on large sections (Nocito et al., 2001). In
an attempt to determine antigen survival and the
potential for using very old archival tissue for the
construction of TMAs, Camp et al., have arrayed

in succession cases of breast cancers dating from
1932 and from each following decade to the
present. Interestingly, their data have demon-
strated that many proteins retain their antigenicity
for more than 60 years (Camp et al., 2000). Equally
important, the correlation between phenotypes
and clinical outcome was proven not to be sig-
nificantly different between microarrays and
standard full sections. However, in all the studies,
loss of cores during the experimental procedures
is in the range of 10–20%, which can be compen-
sated for by arraying larger numbers of cores.
Tissue microarrays permit a high throughput

analysis of multiple targets, not only at the protein
level but also at the DNA and RNA levels. It can be
used for gene amplification surveys by fluorescence
in situ hybridisation (FISH), in situ hybridization
(ISH) to reveal the cellular localization and
relative level of expression of specific genes and
in immunohistochemical analysis of localization
and expression of their protein products (see
Figure 21.3).
Virtually all kinds of tissues or cells can be

converted to a microarray format and the design of
the array can vary depending on the experimental
assays envisaged. For example, arrays containing
cores from multiple tumour types (multi-tumour
TMA) can be used for analysis of expression of
various molecular markers across the spectrum
of neoplastic diseases, tumour progression TMAs
can be used to investigate molecular alterations
in different stages of tumour growth and develop-
ment, and ‘patient outcome’ TMAs, containing
samples from patients for whom clinical follow-up
data are accessible, can be utilized to look at
molecular markers with prognostic significance.
These kinds of studies have already been described
for oestrogen and progesterone receptors, p53, and
HER2 in breast cancer, vimentin in kidney cancer,
and cyclin E expression in urinary bladder cancer
(Moch et al., 1999; Richter et al., 2000; Nocito
et al., 2001).
Thus, the tissue microarray approach provides a

novel method for rapid screening of multiple
genes/proteins and multiple tumours with the
same methodology, thereby leading to a less biased
analysis of various cancer types. In summary, it
seems that TMA studies may replace most large-
section studies in the near future and will greatly
accelerate the translation of basic research findings
to clinical application.
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21.8 Molecular imaging

Molecular imaging is a rapidly emerging research
discipline for the visual representation, character-
ization, and quantification of biological processes at
the cellular and subcellular levels within intact liv-
ing organisms. Much of what presently requires
invasive tissue sampling for molecular pathological
assessment could be replaced by in vivo imaging
methods that reflect specific cellular and molecular
processes, for example, gene expression, or more
complex molecular interactions such as protein–
protein interactions.Already technology is available
to follow trafficking and targeting of cells in
experimental animals and the systems can be scaled
up to allow clinical application. Many centres are
now using molecular imaging to image drug (and
gene therapy) effects at the molecular and cellular
level in man without the need for tissue biopsies.

Optical imaging
Optical imaging techniques represent an extension
of fluorescence microscopy through the develop-
ment of targeted bioluminescence probes, near-
infrared fluorochromes, activatable near-infrared
fluorochromes, and red-shifted fluorescent proteins
(Mahmood et al., 1999; Weissleder and Mahmood,
2001). Multiple probes with different spectral
characteristics could potentially be used for multi-
channel imaging, analogous to in vivo karyotyping.
Optical imaging also allows for a relatively low-
cost alternative to studying reporter gene expres-
sion in small animal models (see below).
Charged coupled device (CCD) detectors are

used for optical bioluminescence imaging of light-
emitting proteins (for instance, encoded by the
Firefly or Renilla luciferase enzyme genes, or the
bacterial lux genes) in small animals. The latest
generation of bioluminescence image acquisition
systems using rotating CCD cameras and multiple
views of the same animal with a single CCD camera
allow volumetric imaging, enhanced when com-
bined with novel red-shifted luciferases that have
better tissue penetration. At present there is no
equivalent imaging modality suitable for human
studies, thus preventing direct translation of
developed methods for clinical use.
In fluorescence imaging, an excitation light of one

wavelength is used to illuminate a living subject, and
a CCD camera collects an emission light of shifted
wavelength. Cells tagged with fluorescently labelled
antibodies or those in which expression of the green

fluorescent protein (GFP) gene is introduced can be
followed by this technique. Wild-type GFP emits
green (509 nm) light when excited by violet (395 nm)
light. The variant EGFP has a shifted excitation
spectrum to longer wavelengths and has increased
(35-fold) brightness. Between 1000 and 10,000 fluor-
escently labelled cells in the peritoneal cavity of a
mouse can be imaged on its external surface. Fluor-
escence imaging can be used as a reporter in both live
and fixed cells/tissues and no substrate is required
for its visualization. The use of the near-infrared
(NIR) spectrum in the 700–900nm range maximises
tissue penetration and minimises autofluorescence
from non-target tissue. This is because haemoglobin
andwater, themajor absorbers of visible and infrared
light respectively have their lowest absorption coef-
ficients in the NIR region.

Radionuclide imaging
Positron emission tomography (PET) records high-
energy g-rays emitted from within the subject.
Natural biological molecules can be labelled with a
positron-emitting isotope that is capable of produ-
cing two g-rays through emission of a positron
from its nucleus, which eventually collides with a
nearby electron to produce two 511,000-eV g -rays
at �180� apart. Positron-emitting isotopes fre-
quently used include 15O, 13N, 11C, and 18F, the
latter being used as a substitute for hydrogen.
Gamma-emitting isotopes (e.g., 99mTc, 111In, 123I,
131I) can also be used for imaging living subjects
using gamma cameras which, when rotated around
the subject (in single photon emission computed
tomography, SPECT), can allow production of
tomographic images. Positron-emitting isotopes
can usually be substituted readily for naturally
occurring atoms, and therefore PET is amore robust
technique than SPECT for imaging most molecular
events. The spatial resolution of most clinical PET
scanners is �6–8 mm3, but higher-resolution clin-
ical brain scanners have been developed app-
roaching resolutions of �3 mm3.

Recently, small animal micro-PET scanners have
been developed. These systems typically have a
spatial resolution of �2 mm3, but the newer gen-
eration systems have a resolution of �1 mm3 (Price
et al., 2001). Development of molecular imaging
assays with PET is particularly attractive because
of the potential to validate them in cell culture and
small animal models prior to using the same
reporter probe in clinical PET scanners. The ability
to perform translational research from a cell culture
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setting through preclinical animal models to clin-
ical applications is one of the most unique and
powerful features of PET technology.

Magnetic resonance imaging
The principle underlying MRI is that unpaired
nuclear spins, called magnetic dipoles (such as
hydrogen atoms in water and organic compounds),
align themselveswhen placed in amagnetic field. In
an MRI scanner, there is a strong magnet that pro-
duces a magnetic field surrounding the subject
under investigation. There are also ‘coils’ within
the magnet to produce a gradient in this magnetic
field in the X, Y, and Z directions. The magnet
also contains a radiofrequency coil that can pro-
duce a temporary radiofrequency pulse to change
the alignment of the spins. Following the pulse, the
magnetic dipoles return to their baseline orienta-
tion, which is detected (also by the radiofrequency
coil) as a change in electromagnetic flux (radio-
frequency waves in the range 1–100 MHz). Dipoles
in different physicochemical environments (fat- or
hydrocarbon-rich compared to aqueous) will have
different relaxation times and, thus, generate dif-
ferent MR signals. The addition of chemical agents
that change the MR signal intensity near these
abnormalities may also be used to enhance signal
differences and to further highlight the abnormality.
For instance, paramagnetic metal cations such as
chelated gadolinium or dysprosium, or super-
paramagnetic nanoparticles can be used as targeted
or smart probes. MRI has two particular advantages
over techniques that involve the use of radio-
nuclides or optical probes: higher spatial resolution
that approaches that of microscopy (micrometres
rather than several millimetres) and the fact that
physiological/molecular and anatomical informa-
tion can be extracted simultaneously. Micro-MRI is
likely to have a substantial influence in molecular
pathology, and particularly for developmental
biology, in imaging of transgenic animals, and in
tracking of cell traffic.

The major disadvantage of MRI is that it is sev-
eral orders of magnitude less sensitive than radio-
nuclide and optical techniques, which offer higher
levels of sensitivity for imaging relatively low
levels of reporter probe: as low as 10�12 mole/l of
radiolabelled substrate for PET, and probably in the
femtomolar range for bioluminescence imaging.
However, there are ways of increasing the signal-
to-noise ratio in micro-MRI when imaging small
animals, and thus achieving near microscopic

resolution. These include working at relatively
high magnetic fields (4.7–14 T), using customized
hardware and software, and using much longer
acquisition times during imaging.
Another example of the use of magnetic reson-

ance in imaging ismagnetic resonance spectroscopy
(MRS), in which characteristic imaging spectra,
composed of specific resonance frequencies absor-
bed by a small volume of a sample or tissue, are
obtained from the tissue subjected to magnetic res-
onance. These spectra depend on the molecular
composition of the sample or tissue. Themost useful
nuclei for MRS are hydrogen, phosphorus, sodium,
and, to a lesser extent, carbon. Hydrogen MR spec-
troscopy has a greater signal-to-noise ratio and
better spatial resolution than phosphorus spectro-
scopy. The most interesting MR spectral compon-
ents in living subjects are those of metabolites and
amino acids; for example, choline, creatine, N-acetyl
aspartate (NAA), lactate, myoinositol, glutamine
and glutamate, lipids, leucine, and alanine. There
are increasingly important applications for MRS
in molecular imaging. For example, MRS has been
used in mice to demonstrate the feasibility of
monitoring expression of the cytosine deaminase
transgene in tumours (Stegman et al., 1999).

21.9 Concluding remarks

Conventional histopathology is changing rapidly.
Technology to explore the ultrastructure of cells
and implementation of IHC has improved morpho-
logical analysis of cells and tissues. Advanced new
techniques in molecular biology that are now being
implemented in cancer research will soon result in
a comprehensive and holistic understanding of
the molecular pathogenesis of malignant disease.
Implementation of new molecular markers as bio-
markers for diagnosis, screening, and therapy will
soon accompany routine techniques used in tradi-
tional pathology in our management not just of
cancer patients but also those at risk of the disease.
In addition to techniques described in this chapter,
several other ‘post-genomic era’ approaches that
are likely to find its use in molecular pathology in
the near future are described in Chapter 22.
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22.1 Introduction

The rapid advance of the Human Genome Project is
leading to the identification of the 30,000–35,000
genes that make up our genetic complement. The
combination of this sequence information and
associated bioinformatic tools together with tech-
nological advances in both nucleic acid-based
microarray technology and proteomic technolo-
gies has opened up the possibility of highly parallel
and complementary approaches to investigations
of the cancer cell. Currently, microarray technology
makes analysis of the ‘transcriptome’, that is the
mRNA species present in the cells, unrivalled in
terms of its high-throughput nature and vast
numbers of genes which can be examined simul-
taneously. However, ‘proteomics’, that is the ana-
lysis of the ‘proteome’ or the proteins expressed in
a given tissue or cell type complements such
approaches by being able to integrate both genetic
and epigenetic effects in terms of the information
provided and additionally can provide information
about features such as post-translational modifica-
tions of proteins which may be important in their

function. Thus the two approachesmay be regarded
very much as complementary, each with its own
inherent advantages and limitations, but both
with the ability to impact significantly on cancer
research. The volume of literature in both areas is
now so large that that writing a single chapter
encompassing both is a significant challenge and
can only be regarded as an introduction to the area.
The two approaches in turn are briefly described,
explaining the underlying technological options
and using selected examples from leukaemias and
lymphomas in particular for the RNA analysis and
various cancers for the proteomics sections, to
illustrate their potential impact.

22.2 The transcriptome

22.2.1 Microarray analysis of cancer

Using microarrays it is now possible to investigate
the transcriptional status of virtually every gene in
a tissue sample, leading to the concept of the
expression profile or signature for a given tissue or
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tumour type. This approach is yielding highly
detailed patterns that are characteristic of the can-
cer cell. Many aspects of cancer biology, including
disease classification, chemosensitivity, and pro-
gnosis can now be interpreteted in terms of these
expression profiles (Alizadeh et al., 2001). It is
important to appreciate that current expression
array technology has not yet achieved full coverage
of the human genome and therefore in the future
we can expect even more detailed and informative
maps of the cancer cell to emerge.
Since cancer itself involves the deregulation of

gene expression, microarrays are becoming particu-
larly valuable in the characterization of such
aberrant disruptions and have already demon-
strated that previously unknown disease subtypes
can be distinguished by their unique expression
profiles. In one of the earliest investigations, Golub
et al. (1999) demonstrated that expression profiling
could be used to distinguish reliably between acute
myeloid leukaemia (AML) and acute lymphocytic
leukaemia (ALL). Since then, the expression profiles
of many types of human cancer have been invest-
igated, including colon (Notterman et al., 2001; Lin
et al., 2002; Zou et al., 2002), brain (MacDonald et al.,
2001; Pomeroy et al., 2002), breast (Perou et al., 2000;
Hedenfalk et al., 2001; Sorlie et al., 2001; van 0t Veer
et al., 2002), ovary (Wang et al., 1999; Welsh et al.,
2001b; Jazaeri et al., 2002), kidney (Takahashi et al.,
2001), prostate (Dhanasekaran et al., 2001; Welsh
et al., 2001a; LaTulippe et al., 2002), and gastric
(Hippo et al., 2002). Many of these studies aim to
define new classes with prognostic and diagnostic
relevance and to increase our knowledge of the
mechanisms underlying the biology of these dis-
eases.Thepathological diagnosis andclassificationof
human neoplasia is currently based on well-defined
morphological, cytochemical, immunophenotypic,
and clinical criteria. A molecular classification can
take advantage of such prior knowledge but would
also have the potential to define new subgroups
with greater prognostic and therapeutic significance
and could offer many advantages over conventional
classification methods.
In addition to their role in cancer classification,

microarrays are becoming fundamental to cancer
therapeutics and to novel target discovery. At its
simplest level, expression profiling when applied
to primary cancer tissues may identify genes with
previously unsuspected high levels of expression.
The protein or the function associated with such
high expression levels could then become a novel

therapeutic target. Expression profiling can also be
used in a direct manner to assess the response of
cells to bioactive compounds. Since the mode of
action of many compounds is not always apparent,
this pharmacogenomic approach is yielding valu-
able information about their likely modes of action.

22.2.2 Microarray technology

Microarrays for expression profiling are systematic
arrays of cDNA or oligonucleotides of known
sequence that are spotted or synthesized at discrete
loci on a glass or silicon surface. They allow the
simultaneous analysis of large numbers of genes at a
high resolution following the hybridization of
labelled cDNA or cRNA derived from the samples
to be examined. The amount of hybridized signal is
proportional to the level of gene expression in the
original sample. A number of different microarray
systems are currently in use, which all use either
oligonucleotides (20–30mers or 60mers) or longer
gene sequences (approx. 0.2–1 kb). There are two
basic types of array technology, the spotted micro-
arrays and the high-density oligonucleotide arrays.

Spotted arrays
This type of array is created by robotically spotting
pre-synthesized single-strand or double-strand
cDNAs onto glass slides. Genes are represented by
single fragments, greater than several hundred
base pairs in length. Sequences to be printed are
chosen either from databases (GenBank, dbEST,
and UniGene), or from full-length cDNA or
expressed sequence tag (EST) libraries, and clone
collections. They are usually polymerase chain
reaction (PCR) amplification products generated
using vector-specific primers and printed onto glass
slides as spots at defined locations. Spots are about
200 mm in size and about the same distance apart.
With this technique, arrays consisting of more than
30,000 cDNAs can be fitted onto the surface of a
conventional microscope slide. Because of potential
variability in the amount of sequence spotted,
cDNA microarrays are always hybridized with a
mixture of two differently labelled cDNAs gener-
ated from two different RNA sources, one of which
acts as a control. In general, it is advantageous to
use a control RNA sample that is related to the
experimental sample. The ratio between the signal
intensities in the two scanning channels (red : green)
is a reliable measure of the relative amount of
specific mRNAs in each sample.
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Target labelling with different fluorescent dyes
(Cy3 and Cy5) can result in different efficiency of
incorporation, and it is therefore advised to perform
reciprocal labelling of the same sample with both
dyes. In addition, replicate samples from inde-
pendent experiments should be used as control for
experimental variation. This results in four hybrid-
izations (two replicate samples, two replicate
hybridizations with reciprocal labelling) performed
for each experimental point and therefore requires
four chips to be used. In the case of tumour samples,
where material can be limiting, the number of
tumours chosen for the study should be high
enough to allow statistically significant conclusions.

Oligonucleotide arrays
This type of array, pioneered by Affymetrix, con-
sists of sets of oligomers synthesized in situ on
glass wafers using a photolithographic process.
Synthetic linkers modified with photochemically
removable protecting groups, are attached to a
glass surface. Light is directed through a mask to
deprotect and activate selected sites, and protected
nucleotides are coupled to the activated sites.
Photolithography allows the construction of arrays
with high information content, with about 500,000
probe locations or features, within 1.28 cm2. Each
single square feature harbours millions of ident-
ical oligonucleotides and a single 1.28 cm2 array
contains a probe set for approximately 40,000
human genes and ESTs. Genes are represented by
10–20 different 25-mer oligonucleotides, chosen
most often from the 3 0 end of the transcript and
designed to uniquely represent the gene. For each
oligonucleotide designed with a perfect match to a
transcript, there is an identical one except for a
base mismatch at the central position. The pres-
ence of a mismatch allows cross-hybridization and
local background to be estimated and subtracted
from the matched signal. A software algorithm is
used to integrate the oligonucleotide signals into a
single signal for the region of each gene. The
current chip, U133A, produces signals from
approximately 22,000 regions. A significant dif-
ference between this type of array and cDNA
arrays is that a control RNA sample is not neces-
sary, simplifying the probe preparations and
hybridizations.

RNA preparation
The isolation of good quality RNA from the cells
under investigation is critical to achieving success in

expression profiling. The minimum amount for an
oligonucleotide array profiling is approximately
5 mg, while considerably more is required for
spotted cDNA arrays. Consideration must also be
given to the clonal purity of the sample under
investigation. Some cancers are available in an
almost pure state, with very few contaminating
normal cells, for example, high white cell count
leukaemias or surgically removed clonal tumours
such as retinoblastoma. In many cases, however,
there will be a level of contamination with non-
malignant cells. In such a sample it is possible
that a ‘virtual dissection’ could be performed in the
computer by clustering and identifying those gene
groups whose expression can be attributed to nor-
mal ‘host’ cells, taking advantage of the patterns of
expression of the subset of genes that are cell type-
specific (Alizadeh et al., 2001). A second approach
involves the isolation of tumour cells by laser cap-
ture microdissection (LCM). This technique can
procure pure population of cells from specific
microscopic regions of tissue sections, in one step,
under direct visualization. No degradation is
observed but the quality of the RNA depends on
the procedures used to harvest and preserve the
original tissue. Immediate cryopreservation and
cryosectioning of the specimens is the standard for
high-quality preservation. Since the yield of RNA is
low from such procedures, some form of ampli-
fication is required before expression profiling can
be considered.

Data analysis strategies
Data produced by a microarray assay consist of a
list of genes and corresponding values that rep-
resent relative RNA transcript levels. All this
information must be analysed by data-mining
techniques to correlate and group the data in a
meaningful manner and to generate hypotheses on
possible cellular pathways, gene functions, and
drug targets. This is a very active area of research
(Slonim, 2002) the details of which are beyond the
scope of this chapter. Three basic steps for an effi-
cient and effective data analysis are necessary: data
normalization, data filtering, and pattern identi-
fication. To compare expression values directly, it is
necessary to apply some sort of normalization
strategy to the data, either between paired samples
or across a set of experiments. To ‘normalize’ in the
context of expression profiles means to standardize
the data to be able to differentiate between real
(biological) variations in gene expression levels and
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variations due to the measurement process
(Quackenbush, 2002). Gene expression data can be
then subjected to a variation filter, which excludes
uninformative genes, that is, genes showing
minimal variation across the samples, and genes
expressed below or above a user-defined threshold.
This step facilitates the search for partners and
groups in the data that can be used to assign
biological meaning to the expression profiles,
leading to the production of straightforward lists of
increasing or decreasing genes or of more complex
associations with the help of sophisticated cluster-
ing and visualization programs. Hierarchical clus-
tering, traditionally used in phylogenetic analysis
for the classification of organisms into trees, in the
microarray context is applied to genes and samples.
The length of a branch containing two organisms
can be considered as a measure of how different
the organisms are. It is possible to classify genes
and experiments in a similar manner, clustering
those whose expression patterns are similar into
nearby places in a tree. Such mock-phylogenetic
trees are often referred to as dendrograms. If the
data entered into the clustering is unselected this
analysis is usually referred to as ‘unsupervised’.
An unsupervised hierarchical analysis is often
the first form of analysis and is used to establish
in an unbiased manner the relationships in a
dataset. Complex datasets are often difficult to
visualize and therefore mathematical techniques of
data reduction such as principal component ana-
lysis or multidimensional scaling can be used to
reduce and display the data in an easily visualized
manner.

22.2.3 Cancer classification by expression
profiling

Although genome-wide expression profiling is
being applied to many types of cancer, it has had
the greatest impact in the study of haematological
malignancies (Staudt, 2003). These cancers are
particularly well-suited to this approach since a
great deal of phenotypic, morphological, and clin-
ical information already exists for leukaemias and
lymphomas. Through national trials, the link
between clinical outcome and certain pathological
features such as cytogenetics has been well estab-
lished. Furthermore, the availability of relatively
pure populations of cells cryopreserved as part of
such trials means that retrospective analysis to link

expression profiles to a whole variety of clinical
features can be performed.

Lymphoma
Expression profiling has been particularly inform-
ative in the study of diffuse large-B-cell lymphomas
(DLBCLs) which are the most common lymphomas
in adults (Lossos and Levy, 2003). The fact that only
40% of patients can be cured, has been taken to
suggest that this type of lymphoma actually con-
sists of heterogeneous subtypes with differing
responsiveness to chemotherapy. Attempts in the
past to define new subgroups on the basis of mor-
phology have failed, largely due to variations in
diagnostic reproducibility. Recently, several stud-
ies have shown that expression profiling can
be used to discern subgroups within DLBCL and
furthermore can yield important prognostic
information (Alizadeh et al., 2000; Rosenwald et al.,
2002; Shipp et al., 2002).

In one of the earliest attempts to profile this dis-
ease a chip was specifically created to contain genes
of relevance to lymphocyte biology, known as the
‘Lymphochip’ (Alizadeh et al., 2000). Since the ger-
minal centre B cell is thought to be the origin of
DLBCL it was therefore used as a source of cDNA
clones. Also, libraries derived from DLBCL, follic-
ular lymphoma,mantle cell lymphoma, and chronic
lymphocytic leukaemia (CLL) were used to supply
further clones. Finally, genes important in B- and
T-cell activation and general cancer cell biology
were included. In this way the chip was biased in
advance towards questions related to lymphoma
biology. In this study, the expression profiles from
96 normal and malignant lymphocyte samples,
including DLBCL, CLL, follicular lymphoma (FL),
and normal resting and activated B cells were
examined. It was evident using unsupervised clus-
ter analysis, that the tumour samples clustered into
three separate groups each representing the three
main tumour types. Furthermore, the CLL and FL
groupswere clusterednext to resting B-cell samples,
reflecting the low proliferation rate of these disease
types. Another feature of this study was the identi-
fication of clusters of coordinately regulated genes,
referred to as signatures, associated with particular
biological functions. For example, signatures for
germinal centre B cells, for proliferation and for
activated B cells were identified. Using such sig-
natures it was possible to show that DLBCL
appeared to consist of two predominant types,
‘germinal centre B-like DLBCL’ and ‘activated
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B-like’. Significantly, patients with the former type
of DLBCL had a better overall survival than those
with the latter.

Recently, a follow-up study of a larger number
(240) of DLBCL samples demonstrated that a third
class of this disease could be discerned (Rosenwald
et al., 2002). This ‘type 3’ class of DLBCL did not
express high levels of the genes from the activated
B-like or the germinal centre-like signatures. Indeed,
the heterogeneity of expression within this third
subgroup indicated that it might consist of more
than one type of diffuse large B-cell lymphoma.
Interestingly, two genetic events common in diffuse
large B-cell lymphoma, the t(14;18) chromosome
translocation which activates the BCL2 gene and the
REL amplification, occur exclusively in the germinal
centre B-cell like group of DLBCL. This reinforces
the view that the subgroups identified by expres-
sion profiling probably arise from distinct forms of
malignant transformation. The variability in patient
survival following chemotherapy suggests that
expression profiling could have an important role
in stratifying patients. By searching for genes with
expression patterns that are correlatedwith survival
it was possible to construct a predictor set of 17
genes. It thus appears that a relatively small number
of genes is necessary for outcome prediction in
DLBCL, although such models will require to be
tested on larger numbers of patients.

In the above studies, certain a priori assumptions
were made concerning lymphoma biology which
dictated the choice of clones to be arrayed. How-
ever, as arrays increase in their coverage it is
becoming less important to have prior biological
insight into the disease. For example, another study
used an unbiased array to acquire expression pro-
files and used supervised learning methods to
derive an outcome model that is independent of
previous assumptions (Shipp et al., 2002). Expres-
sion profiles for 6817 genes in 58 DLBCL biopsies
were compared with the profiles obtained from 19
biopsies of FLs. FLs are related to DLBCLs and can
evolve over time to display similar morphological
features, although they have different natural his-
tories and therapeutic responses. Also a proportion
of DLBCLs have the t(14;18) translocation which is
typical of FLs. It was therefore of interest to deter-
mine whether these two classes of lymphomas
could be reliably discriminated using the profiles of
what is now a relatively small number of genes. A
weighted voting algorithm designed to calculate
the weighted combination of informative genes

was used to distinguish DLBCL from FL. When
such a model is trained and evaluated with the
same samples, there is a statistical problem of
overestimating the prediction accuracy. This prob-
lem can be addressed by the ‘leave one out’ cross-
validation method in which one sample is withheld
and the remainder used to train a gene expression
model which is used to predict the class of the
withheld sample. The entire process is repeated
until all samples have been predicted. In this study,
91% of the tumours were correctly predicted as
DLBCL or FL using a 30 gene model.
A similar approach was adopted to determine if

the expression profiles could successfully predict
patient outcome within the DLBCL group of
patients. The patients were divided into two
classes; those cured of their disease and those
with fatal or refractory disease, and the weighted
voting algorithm with cross-validation testing was
applied. A model consisting of only 13 genes was
found to have the highest accuracy and thus con-
firmed that at diagnosis a gene expression signa-
ture predictive for patient outcome does exist.
The transformation of FL to a more aggressive

DLBCL has been examined by expression profiles
(Lossos et al., 2002). When the gene expression
profiles of transformed DLBCL and their previous
FL were compared, no genes were observed to
increase or decrease their expression in all of the
cases of histological transformation. However, two
different gene-expression profiles associated with
the transformation process were defined, one in
which MYC and genes regulated by MYC showed
increased expression and one in which these same
genes showed decreased expression. Furthermore,
there was a striking difference in gene-expression
profiles between transformed DLBCL and de novo
DLBCL, because the gene-expression profile of
transformed DLBCL was more similar to their
antecedent FL than to de novo DLBCL. This study
demonstrates that transformation from FL to
DLBCL can occur by alternative pathways and that
transformed DLBCL and de novo DLBCL have very
different gene-expression profiles that may under-
lie the different clinical behaviours of these two
types of morphologically similar lymphomas.

Chronic lymphocytic leukaemia
The CLL is the commonest leukaemia in humans
and has a generally indolent clinical course. The
molecular mechanisms underlying this disease
have yet to be fully established. The presence of
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somatic mutations in the immunoglobulin genes
appears to define a subgroup of this disease which
evolves only slowly and requires little clinical
intervention (Hamblin et al., 1999). By contrast, the
absence of such mutations appears to define the
subgroup that has a more progressive clinical
course requiring earlier clinical intervention. There
were, therefore, a priori reasons to suppose that
expression profiling could be used to distinguish
such subgroups. However, gene-expression profil-
ing has shown that CLL cells express a common
gene-expression signature which differentiates this
disease from other lymphoid malignancies and
from normal lymphoid subpopulations (Klein et al.,
2001, Rosenwald et al., 2001). It was possible to
identify approximately 160 genes whose levels of
expression were significantly different between the
two subtypes. The most discriminating gene was
identified as ZAP-70. It may therefore be possible to
use ZAP-70 as a surrogate marker for the presence
of immunoglobulin gene mutations in the future
analysis of CLL (Crespo et al., 2003).

Acute leukaemias
Acute leukaemias of both the myeloid and
lymphoid lineages are particularly characterized by
the presence of chromosome translocations. Most
of the frequently occurring translocations have
been molecularly cloned and the resultant gene
fusions identified. It is apparent that many of
the genes disrupted by this class of event have the
hallmarks of transcriptional regulators and by
implication, the resultant clonal expansion of cells
could have distinct expression profiles. It is also
known that there is a strong link between the
karyotype of the leukaemia cell and the prognosis
of the disease in the patient. For example, in adult
AMLs, patients with leukaemias bearing the
translocations t(8;21), t(15;17), or the inv(16) belong
to better risk subgroup (Grimwade et al., 1998).
Similarly, AML with a normal karyotype or trans-
locations affecting 11q23 belong to the intermediate
risk group and those with complex karyotypes or
� 5 or � 7 belong to the worst risk group. Child-
hood and infant ALLs with the t(9;22) or 11q23
rearrangements are known to belong to the poor
risk group (Pui et al., 1991).
An extensive study by Yeoh et al. (2002) deter-

mined the expression profiles of the leukaemic
blast cells from 360 paediatric ALL patients.
Unsupervised hierarchical cluster analysis was
used to demonstrate that the major translocations

that create the E2A-PBX1, BCR-ABL, TEL-AML1
fusions, and theMLL gene rearrangements result in
distinctive expression profiles. Furthermore, both
hyperdiploidy (>50 chromosomes) and T-cell ALL
also had distinctive profiles. It was therefore pos-
sible to find groups of genes with a significant level
of expression associated with each cytogenetic
group. An important conclusion from this study
was that the profiles did not appear to represent a
specific differentiation stage of the leukaemic
blasts. For example, the E2A-PBX1 translocation is
strongly associated with ALLs of the pre-B-cell
immunophenotype. However, the expression pro-
file appears to be specific for the E2A-PBX1 lesion
and not the pre-B immunophenotype. In fact, in
this study it was not possible to define expression
profiles specific for the different immunophenotyp-
ically defined stages of B-cell differentiation. This
contrasts with the findings for DLBCLs discussed
above.

This study also identified a novel subgroup of
ALL which was defined by the high expression of a
group of genes which included LHFPL2, a member
of the LHFP-like gene family. Significantly, the
LHFP gene has been found to be fused to the
HMGIC gene in a case of lipoma (Petit et al., 1999)
and it could be speculated that the upregulation
seen is due to unsuspected chromosomal translo-
cation. In addition to uncovering previously
unsuspected genetic events, this study also illus-
trated that some leukaemias could have been mis-
classified using conventional means. For example,
four cases of ALLs were classified by expression
profiling as belonging to the TEL-AML1 subgroup
although they had appeared to lack the fusion
transcript in a previous analysis. However, on
closer examination one case was found to have the
TEL-AML1 fusion by Fluorescence in situ hybrid-
ization (FISH), while the other three had translo-
cations affecting 12p, the location of the TEL gene.
Expression profiling may thus prove more effective
in defining the underlying genetic abnormalities
than conventional methods. A further interesting
observation was that there appears to exist a dis-
tinct TEL-AML1 subtype, characterized by 20
genes, which could predict those individuals who
would ultimately progress towards a secondary
AML. These findings suggest that some individuals
with ALL have a genetic predisposition to develop
secondary AML.

It has become clear that AMLs also have highly
distinct expression profiles which are strongly
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linked to the karyotype (Virtaneva et al., 2001;
Armstrong et al., 2002; Schoch et al., 2002;
Debernardietal., 2003).Themajorrecurrent chromo-
somal abnormalities in AML are the t(8;21), t(15;17),
inv(16), and 11q23 rearrangements and each of
these have been associated with a distinctive
expression profile. Approximately 20–40% of
AMLs have a normal karyotype and have been
shown to have a distinctive upregulation of certain
members of the class I homeobox A and B gene
families (Debernardi et al., 2003). This finding
suggests that this subgroup is not just a product of
failed cytogenetics and moreover, that they may
have a common underlying genetic lesion. It is well
established that cytogenetics is an important pre-
dictor of risk in AML (Grimwade et al., 1998) with
t(8;21), t(15;17), and inv(16) signifying a good risk
while 11q23 and a normal karyotype indicate
intermediate risk. An example of how 28 leukae-
mias could be segregated into these two risk groups
using expression profiling is shown in Figure 22.1.
It can be seen that a relatively small number of
genes are required to place a leukaemia into either

the low-risk or the intermediate groups. It has been
shown that only 145 genes are required to segregate
AMLs into their major recurrent cytogenetic classes
(Debernardi et al., 2003).
It thus appears that for both ALL and AML the

major determinants for the expression profiles are
the karyotypic abnormalities, particularly recurrent
chromosomal translocations. In this form of cancer,
at least, cellular phenotype seems to have a lesser
role in determining the profiles. The ability to
determine the karyotype solely from the expression
profile would offer many advantages and could
in the future become the standard diagnostic
approach for this disease.

22.2.4 Tumour origin and evolution by
expression profiling

The diagnosis of cancer at an early stage in its
development is a priority for modern cancer medi-
cine since it generally leads to a better clinical
outcome. However, even with early diagnosis there
will be individuals in whom the disease recurs and
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evolves into a metastatic form. It is therefore a
priority to investigate whether expression profiling
could identify markers indicative of the likelihood
that a tumour will further evolve.
To investigate this issue in breast cancer, a cohort

of patients with tumours smaller than 5 cm and
who had no lymph-node metastasis and were aged
under 55 years were investigated by expression
profiling (van ‘t Veer et al., 2002). This group of
patients did not receive additional treatment and
were followed for at least five years. The patients
were separated into two groups: those who
developed metastasis at less than five years and
those who were free of metastasis for more than
five years. A supervised analysis was performed on
the expression profiles of primary tumours from
these patients. A total of 231 genes that correlated
with this parameter were identified and by further
analysis a discriminatory set of 70 genes was
identified,which showed 81%accuracywhen tested
in a leave-one-out cross validation analysis of the
training set. This study indicates that expression
profiling can be used to derive valuable clinical
information from the primary tumour, which can
influence clinical strategies. Another study has
used expression profiling to discriminate between
medulloblastomas with and without metastasis
(MacDonald et al., 2001). In a similar manner, the
genes identified correctly predicted metastasis
status in 72% of the tumours using a leave-one-out
cross validation approach. This study implicated
the platelet-derived growth factor receptor
(PDGFR) and the RAS/MAPK pathways in the
development of metastasis.
These studies demonstrate that there are features

in the expression profiles of primary tumours that
can be used to predict the course of the disease.
This implies that properties such as the likelihood
of metastasis developing could be diagnosed from
an analysis of the primary tumour and this may
form the basis for clinical treatment decisions.
As well as predicting likely tumour evolution,

expression profiling also has a role in the deter-
mination of the tissue of origin for tumours
which are not well characterized. Several genome-
wide expression profiling studies have been
reported which attempt to define tumour- and
tissue-specific profiles. Ramaswamy et al. (2001)
performed expression profiling of 140 tumours
representing 14 common tumour types. A step-by
step-analysis was performed in order to define a
set of genes identifying each of the 14 tissues

separately. When a new sample was analysed its
profile was compared with that of each of these 14
profiles and was assigned to the class it most
resembled. In this analysis, six of eight metastasis
samples were classified correctly. Itwas notable that
samples that were not correctly classified were
described histologically as poorly differentiated
adenocarcinomas. This could be interpreted to
suggest that poorly differentiated carcinomas rep-
resent a distinct class rather than being related to a
differentiated class but with reduced expression of
genes. In another study (Su et al., 2001) expression
profiling for 10 tumour types was performed and
demonstrated 75% accuracy on metastasis sample
predictions. In both of these studies, site of origin of
metastatic samples could be predicted, suggesting
that expression profiling may have an important
application in classifying tumours of an unknown
origin.

It is becoming apparent that tumours which arise
from germline mutations may have a different
expression profile from their sporadic counterparts.
For example, womenwho have a germlinemutation
in the BRCA1 gene frequently develop breast and/
or ovarian cancer. Such tumours have been shown
to have distinct expression profiles (Hedenfalk et al.,
2001; Jazaeri et al., 2002). Interestingly, some
examples of sporadic breast cancer have been
identified which have a BRCA1 mutant profile and
were subsequently shown to have a methylated
BRCA1 promoter (Hedenfalk et al., 2001).

22.2.5 Cancer therapeutics

Many aspects of cancer therapeutics are being
influenced by expression profiling (Gerhold et al.,
2002). By examining a series of carefully char-
acterized tumour profiles it may be possible to
identify genes with significant upregulation in that
tumour type. This approach has been used to
identify potential pharmacological targets in pro-
state cancer (Welsh et al., 2001a). In addition to
suggesting new targets, expression profiling can
also be used to dissect the response to anticancer
drugs already in use. STI571 (Gleevec) is a tyrosine
kinase inhibitor of the ABL protein and is highly
effective against chronic myeloid leukaemias
(CMLs). For reasons that are not understood, it is
much less effective against a related form of
Leukaemia PhþALL. Expression profiles obtained
from 19 pretreatment PhþALL samples were
obtained and were analysed in relation to the
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patients’ response to STI571 (Hofmann et al., 2002).
A set of 95 genes were identified whose expression
could be used reliably to predict sensitivity to
STI571. Thus, pretreatment profiling of PhþALL
would have considerable clinical value and may be
an approach which could be extended to the use of
other signal transduction modifying drugs.

Expression profiling can be of particular value
where the agent being investigated is known to
affect gene expression directly. Trichostatin (TSA)
is an inhibitor of histone deacetylases and thus
alters gene expression by modification of chro-
matin structures. Rapid cellular responses to TSA
have been mapped using expression profiling
(Chambers et al., 2003). As well as single com-
pound studies, the integration of the cellular
responses to many pharmacological agents across a
wide panel of cell lines can now be considered.
NCI60 is a panel of 60 human cell lines used by
the National Cancer Institute Development Thera-
peutics Program to screen anticancer agents
(Weinstein et al., 1997). There have been several
studies which sought to link the known susceptib-
ility of the NCI60 panel to a variety of compounds
with the expression profiles of the untreated cell
lines (Butte et al., 2000; Scherf et al., 2000). An
algorithm for the prediction of the chemosensitivity
of cell lines has been developed and showed that at
least for a subset of compounds this approach was
feasible (Staunton et al., 2001). Recently, the drug-
induced expression profiles in human neuronal
cells have been used to generate a predictor of drug
efficacy (Gunther et al., 2003). We can anticipate
that linking pre-therapy profiles to known drug-
induced profiles could eventually lead to indi-
vidualized therapeutic strategies.

22.3 Proteomics

Gene-expression profiling at the mRNA level can
now be realistically complemented with analysis of
the proteome, that is the protein complement
expressed by a cell type or tissue. By definition, the
proteome is a dynamic entity that reflects both
genetic and epigenetic influences (Wilkins et al.,
1996). Although protein-based studies cannot cur-
rently match the scale, sensitivity and throughput
of mRNA analysis, there are a number of funda-
mental advantages of studies at the protein level
(Banks et al., 2000). There is not always good cor-
relation between the levels of mRNA and protein

present in the cell (Anderson and Seilhamer, 1997)
due, for example, to regulation of gene expression
at the translational level or effects on protein
stability such as rapid turnover produced by
selective ubiquitination of proteins leading to their
degradation by the proteasome. Therefore, bio-
markers identified at the protein level will not
necessarily mirror those at the mRNA level. In
addition, multiple protein forms can be generated
from expression of a single gene. Studies at the
protein level can yield data regarding protein
isoforms resulting from alternative splicing, which
is not necessarily available from mRNA-based
analysis. Furthermore, the proteome has an addi-
tional level of complexity in the form of post-
translational modifications such as glycosylation
and phosphorylation that is obviously not apparent
at the mRNA level. Potentially, therefore, the pro-
teome contains a wealth of biomarkers that would
not be revealed by analysis of the transcriptome. In
the clinical setting, particular utilities of proteins
include their use as biomarkers in biological fluids
or as drug targets for therapeutic intervention.
Development and application of a number of
technologies to study the proteome, collectively
referred to as proteomics, that are capable of global
analysis of proteins in biological samples, has
therefore been the subject of intensive study.
Proteomic-based approaches fall into two major

classes: expression proteomics and cell map or
functional proteomics (Blackstock and Weir, 1999).
Expression proteomics is largely concerned with
differential analysis, which includes comparisons
aimed at the discovery of novel biomarkers, but
also encompasses descriptive studies cataloguing
the complement of proteins expressed by a cell or
tissue or present in a biological fluid. Marker
identification employs techniques that can be used
in comparative analyses of population groups to
identify markers for diagnostic and prognostic use,
and to discover potential therapeutic targets and
markers for tailoring treatment. Generally, such
approaches need to have the sensitivity to permit
profiling of large numbers of proteins but as they
are preliminary screens they do not necessarily
need to be high-throughput. This is distinct from
the requirements for downstream validation of
potential markers/targets, which necessitates the
analysis of large numbers of samples. Cell map or
functional proteomics on the other hand considers
aspects of protein function. These studies include
mapping physical interactions with other proteins
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and protein complexes and roles played in cellular
pathways as well as protein localization. Studies on
an enormous scale are required to assimilate this
information and a number of systematic analyses
have been reported that begin to address these
issues, both in model systems such as the budding
yeast Sacharomyces cerevisiae and in higher eukar-
yotes (Gavin et al., 2002; Ho et al., 2002).

22.3.1 Samples for analysis—cell lines,
tissues, and biological fluids

Tissue samples are a powerful resource and have
been used extensively for the identification of
cancer-associated biomarkers and targets. A large
number of studies have analysed whole tissue
extracts. However, because of problems associated
with tissue heterogeneity, measures have also been
taken to enrich relevant minority cell type(s) or
areas of particular pathology from whole tissue
prior to analysis. This has been achieved in a
number of ways including positive or negative
selections using antibodies (Reymond et al., 1997;
Sarto et al., 1997; Page et al., 1999), physical puri-
fication of relevant cell types (Franzén et al., 1995),
or if relatively small amounts of material are
required for analysis, laser-assisted microdissec-
tion techniques such as laser capture microdissec-
tion (LCM) (Craven and Banks, 2001).
Biological fluids have also been analysed as they

potentially contain proteins shed or secreted from
tumours; ultimately such molecules can be used as
the basis for powerful non-invasive screening tools.
When analysing biological fluids, an important
consideration is the large dynamic range of protein
expression (>1010 in plasma (Anderson and
Anderson, 2002)), which represents a significant
challenge and may necessitate fractionation of
samples prior to analysis. A number of protocols
have been developed for the removal of abundant
serum proteins such as albumin and immunoglo-
bulins to facilitate investigation of significantly
lower abundance molecules (Pieper et al., 2003;
Wang et al., 2003).
In studies using patient material, sample collec-

tion and storage must be standardized to ensure
consistency and must be sufficiently rapid to min-
imize protein degradation and maintain sample
integrity. The choice of sample groups for com-
parative analyses must also be considered. Criteria
must be defined to identify control samples such as
matched normal tissue(s) or biological fluids from

controls or patients with benign disease or to select
patients with good or poor prognosis. The size of
groups for comparative analysis is also important
as it must account for disease heterogeneity.

Many studies elect to use primary or established
cell lines in the study of cancer biology. The growth
of enriched cell populations in culture overcomes
problems such as tissue heterogeneity and serum
contamination that can arise when analysing
whole tissue. Furthermore, cell lines are obviously
irreplaceable in studies analysing human cell
behaviour, for example, in studies investigating
mechanisms of drug action and resistance to
chemotherapy. However, the issue of in vitro cul-
ture artefacts should always be taken into account
and appropriate validation used. For example,
RAGE-1 mRNA is expressed in a high percentage
of established renal cancer cell lines but is detected
much less frequently in renal tumour samples
(Gaugler et al., 1996; Neumann et al., 1998). Sim-
ilarly, a comparison of fresh, low-grade bladder
transitional cell carcinoma (TCC) tissue with short-
term cultures showed protein profiles to be gener-
ally similar but a significant number of differences
in protein expression were noted (Celis et al., 1999).

22.3.2 Proteomic-based approaches

Several technical approaches have been (and con-
tinue to be) developed for the global analysis of
protein expression and these will be discussed
below. In each case a small number of specific, and
where possible cancer-related, examples are given
to illustrate their potential.

Two-dimensional polyacrylamide gel electrophoresis
Two-dimensional polyacrylamide gel electrophor-
esis (2D-PAGE) remains the central protein sep-
aration tool in proteomic analysis, separating
proteins sequentially on the basis of two inde-
pendent characteristics. In the first dimension, iso-
electric focussing separates proteins on the basis of
their charge, usually using an immobilized pH
gradient (IPG) strip. On application of a current,
proteins migrate in the pH gradient until they reach
the point at which they have no net charge (their
isoelectric point or pI), giving a discrete band for
each protein species. This step is then followed by
SDS-PAGE, in which proteins are separated on the
basis of their molecular weight. Protein detection
following 2D-PAGE is usually achieved by silver
staining, although alternatives such as Coomassie
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staining and, more recently, fluorescent stains such
as Sypro Ruby can also be employed. Alternatively,
metabolic labelling of cells or tissue samples prior
to protein extraction allows detection by auto-
radiography. Using this technology, up to 2000
proteins can be visualized in a single standard
format gel and many isoforms of proteins can be
resolved. The technique is reproducible, allowing
direct comparison of the profiles of a series of
samples. Quantitative or semi-quantitative analysis
of the data is then possible. In most cases this
involves comparison of a series of 2D-gel images to
look for reproducible differences in protein
expression between two or more sample classes.
This process generally employs sophisticated gel
analysis software to select candidate biomarkers
that can then be identified and validated on a larger
sample set (Banks et al., 2000).

Identification of proteins of interest is generally
achieved by mass spectrometry. Proteins are
digested with an enzyme, usually trypsin, and the
masses of the resulting peptides are determined by
mass spectrometry. The peptide masses, which
together constitute a peptide mass fingerprint
characteristic for a particular protein, can be com-
pared with a theoretical digest of proteins in a
database to identify the protein of interest. Altern-
atively, tandem MS–MS approaches can be used,
where collision-induced fragmentation spectra of
particular peptides can be interpreted to give
information on the peptide sequence (Aebersold
and Mann, 2003).

The approach of 2D-PAGE and mass spectro-
metry has been applied in a number of cancer-
related research projects. These include differential
expression profiling studies which compare normal
and tumour samples (whole tissue extracts, LCM-
procured samples, biological fluids, and cell lines)
with the aim of identifying novel biomarkers as
well as studies using cell lines to investigate cell
behaviour, for example, alterations in response to
drug treatment.

In a study looking for biomarkers for renal cell
carcinoma (RCC), comparative analysis of whole
tissue extracts of patient matched normal kidney
cortex and RCC tissues by 2D-PAGE, Unwin et al.
(2003a) identified 32 proteins whose expression was
significantly higher in tumour samples (Figure 22.2)
and 41 proteins whose level decreased. The upregu-
lated proteins included a number of glycolytic
enzymes reflecting the Warburg effect; Mn-
superoxide dismutase, annexins I, II, and IV, and

the angiogenic factor thymidine phosphorylase/
platelet-derived endothelial cell growth factor (TP/
PD-ECGF). Expression of TP by tumour cells was
confirmed by LCM combined with western blotting
andby immunohistochemistry (Unwin et al., 2003b),
confirming other studies.
The studies of TCC and squamous cell carcinoma

(SCC) of the bladder carried out by Celis and
coworkers are two of the most systematic and
comprehensive analyses carried out to date (Celis
et al., 1999b). In their work on SCC, often using
35S-metabolic labelling of fresh tissue samples, a
number of differentially expressed proteins were
identified including several keratins, PA-FABP,
galectin 7, stratifin, and psoriasin (Ostergaard et al.,
1997). By probing serial sections of bladder tissue
with antibodies to some of these molecules, a pro-
cess the authors termed ‘immunowalking’, clear
changes associated with carcinogenesis were
readily visualized (Celis et al., 1999a). Analysis of
urine samples identified psoriasin as a putative
urinary marker for SCC (Ostergaard et al., 1999).
Serum samples have also been analysed by 2D-

PAGE. Sera from breast cancer patients and con-
trols were analysed by 2D-PAGE following
removal of albumin and IgG by affinity chromato-
graphy (Rui et al., 2003). Hsp27 and 14–3-3s were
found at higher levels in cancer patients and nor-
mal sera, respectively. Used in combination to
analyse a masked set of sera, these biomarkers
could discriminate all 69 cancer patient samples
and 34 of 35 control samples.
Analysis of 2D-gels can be time-consuming and

represents a rate-limiting step in 2D-PAGE based
approaches. This problem has been circumvented,
at least in part, by introduction of an alternat-
ive approach, 2D-differential gel electrophoresis
(2D-DIGE) (Tonge et al., 2001). Samples to be
compared are labelled with spectrally resolvable
fluorescent dyes and electrophoresed on a single
gel, allowing comparison of two samples without
any need for gel matching. Although not yet used
extensively due to cost and limited availability of
the technology, successful examples illustrating its
potential include comparison of an immortalized
luminal epithelial cell line with a derivative over-
expressing ERBB2 as a model for studying ERBB2-
mediated transformation in breast cancer (Gharbi
et al., 2002).
Although 2D-PAGE has been used in a large

number of comparative analyses that have suc-
cessfully detected alterations in gene expression,
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the nature of the proteins identified clearly shows
that the approach is naturally biased towards the
most abundant proteins present in a sample. This is
partly due to the fact that the studies published to
date have adopted the simplest protocol, analysing
whole cell or tissue lysates using broad-range pH
gradients (pH 3–10 and pH 4–7). Two distinct
strategies can be used to allow the study of less
abundant molecules. First, the complexity of the
sample can be simplified prior to analysis. This can
be achieved by fractionating total cell lysates, for
example, on the basis of affinity chromatography
or by using more complex protein extraction pro-
tocols such as differential detergent extraction,
subcellular fractionation, or purification of par-
ticular protein complexes. Second, samples can be
analysed using zoom gels with increasingly narrow
pH gradients for isoelectric focussing. Narrow
range pH unit IPG strips have been developed for

both the acidic and basic pH ranges, allowing
increased resolution of proteins (Hoving et al.
2000; Wildgruber et al., 2000). Free-flow isoelectric
focussing can be incorporated to prefractionate
samples prior to 2D-PAGE, improving the quality
of the separation and efficiency of sample use (Zuo
and Speicher, 2002). With these strategies there is
the potential to considerably increase the pro-
portion of the proteome studied, although this
obviously necessitates the use of large amounts of
sample. Limitations of the technology should also
be considered, with problems being encountered
for the profiling of specific classes of proteins
such as membrane proteins and proteins at the
extremes of pI and molecular weight. It is likely
that many of these problems will be overcome with
continued technological advances such as the use
of specialized detergents for solubilizing mem-
brane proteins (Luche et al., 2003).
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Figure 22.2 Example of a silver-stained analytical 2D-gel (pH 3–10 NL) containing 30 mg human RCC tissue showing locations of 32
protein spots which are present in significantly higher amounts in RCC tissue when compared with normal kidney cortex. Reproduced from
Unwin et al. (2003a) with permission from Wiley VCH.
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Mass spectrometry
A number of studies have explored the use of mass
spectrometry in combination with alternative pro-
tein and peptide separation strategies to overcome
some of the limitations of 2D-PAGE (Aebersold
and Mann, 2003). Free–flow electrophoresis, a
liquid-based isoelectric focussing strategy, was
used to resolve a cytosolic extract of the colorectal
carcinoma cell line LIM1215 into 96 fractions which
were each separated by SDS-PAGE. Bands were
then excised, digested with trypsin, and analysed
by mass spectrometry (Hoffmann et al., 2001). In
a parallel study, sub-cellular fractionation was
used to prepare a membrane-enriched fraction,
which was separated by SDS-PAGE. A total of
284 proteins were identified including 92 mem-
brane proteins (Simpson et al., 2000). In a similar
approach, peptides can be separated by multi-
dimensional liquid chromatography and analysed
by mass spectrometry (MUDPIT). This strategy has
allowed hundreds of proteins to be identified in
whole cell lysates including low-abundance pro-
teins and multi-spanning membrane proteins
(Washburn et al., 2001).

Although these mass spectrometry-based
approaches can be used to develop comprehens-
ive descriptions of proteins present in a particular
sample, as mass spectrometry is not quantitative,
they are largely descriptive. The presence of a peak
in only one sample class can theoretically be used
to identify differences between samples. For
example, such a strategy was successfully used on
plasma membrane enriched fractions from breast
cancer cell lines to identify novel proteins with
cancer-specific membrane associations that were
confirmed by downstream analysis (Adam et al.,
2003). The use of stable isotope labelling, as illus-
trated by the use of isotope coded affinity tags
(ICAT) (Gygi et al. 1999), has allowed mass spec-
trometry to be used quantitatively. In this
approach, samples are labelled on cysteine residues
using an ICAT reagent consisting of a thiol-specific
reactive group and the affinity tag biotin, separated
by a linker that can be a light or heavy version
depending on the substitution of eight hydrogens
for deuterium. Samples to be compared are indi-
vidually labelled with either the heavy or light
ICAT reagent prior to being mixed for digestion,
(multidimensional) chromatography and mass
spectrometry. Each peptide then appears as
a doublet in the resulting spectrum, with the
peaks separated by 8 Da. The ratio of the signal

intensities of the two peaks is proportional to the
relative level of the peptides and therefore the rel-
ative expression level of the parent protein in the
two samples. A variety of cancer-related studies
have used this approach. For example, a study
comparing myc-null rat cells with myc-positive
cells using ICAT and LC-MS/MS (Shiio et al., 2002)
identified 528 proteins, 177 of which were differ-
entially expressed. These changes involved a large
number of functionally related proteins and inclu-
ded downregulation of adhesion molecules, actin
binding proteins, proteases, and proteins in the Rho
pathway, and upregulation of protein synthesis
pathways, and anabolic enzymes.

Surface-enhanced laser desorption ionization
mass spectrometry
Surface-enhanced laser desorption ionization mass
spectrometry (SELDI) is an alternative protein
profiling tool that has received much attention
recently (Merchant and Weinberger, 2000). In this
approach, subsets of proteins from a sample are
selectively bound to ProteinChip arrays as a result
of their specific interactions with particular array
surface chemistries such as ion exchange and
immobilized metal affinity chromatography. After
addition of an energy absorbing matrix, bound
proteins are then analysed by time of flight mass
spectrometry, generating a spectral profile of the
sample under investigation. SELDI is most suited
to the study of low-molecular weight proteins
(<20 kDa) making it complementary to a 2D-PAGE
based approach. In addition, SELDI is sensitive in
the femtomole to attamole range, making it ideal
for profiling small quantities of protein samples. A
number of clinical studies have employed this
technique, including several analysing cancer
patient samples, with the majority adopting a
computer-based profiling strategy to delineate
patient groups, rather than attempting to identify
individual peaks. Identification of peaks is possible
either using antibodies, on-chip purification, and
digestion followed by mass spectrometry or, by
associated tandem mass spectrometry, although
this still remains technically challenging.
Severalpreliminary investigationshavedescribed

analysis of cell and tissue extracts using SELDI.
One of the pilot studies, which reported analysis of
extracts prepared from LCM-procured cell popu-
lations from different normal and tumour tissue
types, illustrated the feasibility of using SELDI to
generate tissue- and cancer-specific spectral profiles
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(Paweletz et al., 2000). Consistent differences were
readily observed between the profiles of normal
and tumour epithelial cells for both oesophageal
and prostate cancers. The use of SELDI for profiling
tissues appears promising but awaits further val-
idation. A number of studies that have analysed
biological fluids including serum, urine, and nipple
aspirates, with the aim of generating patterns or
signatures that can discriminate between cancer
and control samples using computational models
have generated very promising results. One of the
most prominent studies has been in the develop-
ment of a potential screening tool for ovarian can-
cer (Petricoin et al., 2002). Sera from 50 ovarian
cancer patients and 50 controls were analysed
using SELDI and the data used to develop an iter-
ative searching algorithm. Analysis of a blind set of
samples correctly predicted 50/50 ovarian cancer
patients including 18 with stage I disease, a result
that has obvious implications for the early detection
of cancer. Of the controls, 63/66 were also correctly
assigned. In studies investigating the possibility of
developing a classifier for prostate cancer, serum
samples from patients with prostate cancer were
compared with sera from patients with benign
prostatic hyperplasia and healthy controls using
SELDI (Adam et al., 2002; Qu et al., 2002). A
training set of 326 samples was used to develop a
complex boosting decision tree algorithm capable
of predicting sample class (Qu et al., 2002). Analysis
of a test set of 60 further samples was able to
achieve 100% sensitivity and specificity, again
highlighting the potential of the approach. Studies
have also been carried out to focus on patients with
marginally raised prostate-specific antigen (PSA)
levels (4–10 ng/ml) with promising initial results
(Petricoin et al., 2002b). Studies such as those
described here clearly show the potential of SELDI
as a profiling tool. Long-term longitudinal multi-
centre studies are now required to fully test the
robustness of the approach and consider aspects of
sample handling, quality control, generation of
spectra, and data normalisation and analysis.
However, SELDI undoubtedly holds much promise
for translational research.

Protein arrays
Analytical or expression protein microarrays
have the potential to study large numbers of
proteins simultaneously and will theoretically be
able to achieve the scale of mRNA profiling
experiments (MacBeath, 2002). Such arrays require

the generation of a large bank of ligands or
capture molecules such as antibodies, affibodies,
or aptamers, with high affinity and specificity that
are stable in an array format. Antibodies are the
most obvious choice of capture molecules and
although there are issues regarding antibody
availability, potentially these can be solved by the
use of resources such as phage display or ribo-
some display. The use of such libraries rather
than antibodies to proteins of known identity
has the additional advantage that it does not bias
the approach to well-studied proteins. Further-
more, the use of single framework recombinant
antibody fragments engineered to possess high
on-chip stability may overcome the poor per-
formance of many antibodies in an array format
(Steinhauer et al., 2002). The sensitivity of anti-
body arrays remains an issue and the develop-
ment of novel detection systems is likely to
receive much attention.

Antibody arrays employing a sandwich enzyme-
linked immunosorbent assay (ELISA) strategy (i.e.
using capture antibodies specific for particular
molecules and detection antibodies coupled,
directly or indirectly, to a detection system) for
profiling of cytokines have received the most
attention. To investigate the mechanism of tumour
suppression of glioblastoma by connexin 43
expression, Huang and coworkers studied the
production of 43 cytokines using an antibody array
(Huang et al., 2002). Monocyte chemoattractant
protein-1 (MCP-1) was found to be significantly
downregulated by connexin 43 expression, a find-
ing confirmed by western blotting of immuno-
precipitated MCP-1. In another study, a 51-feature
array was used to profile cytokines secreted from
dendritic cells in response to maturation agents
(Schweitzer et al., 2002). In this case, the use of
rolling circle amplification afforded a 1000X
improvement in sensitivity over fluorescent detec-
tion alone. The use of such arrays to profile patient
samples is likely to increase enormously in the near
future.

In what will probably become a more prevalent
strategy for protein profiling, antibody arrays have
been probed with labelled protein extracts rather
than using a second detection antibody. In a study
examining alterations in protein expression
induced in LoVo colon carcinoma cells upon radi-
ation treatment, samples were labelled with Cy3 or
Cy5 and applied to an array containing 146 anti-
bodies to proteins involved in stress response, cell
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cycle progression, and apoptosis (Sreekumar et al.,
2001). A number of apoptotic regulators were found
to be upregulated, changes that were confirmed by
immunoblotting. Using a slightly different detec-
tion strategy, in a study examining SCC of the oral
cavity, LCM-procured samples (2500–3500 cells)
of epithelium or stroma from normal, carcinoma
in situ, and invasive cancer were analysed using an
array containing 368 antibodies to cell signalling
molecules, intra- and extracellular matrix proteins,
cell cycle proteins, and growth factors and their
receptors (Knezevic et al., 2001). Extracts were bio-
tinylated and detected with avidin AMP and a
colorimetric detection system. Changes, whichwere
confirmed by western blotting and immunohisto-
chemistry, included an increase in the level of
retinoic acid receptor a (RARa) in the stroma
surrounding progressing epithelium.

Protein arrays are also being employed in the
study of protein function by identifying protein
interactions. Such arrays rely on the expression,
purification, and arraying of a large number of
proteins in a native state, which represents a signi-
ficant technical challenge. The feasibility of creating
proteome chips is illustrated by the generation of
an array consisting of 5800 proteins from the bud-
ding yeast S. cerevisiae (Zhu et al., 2001). In higher
eukaryotes this will be facilitated by generation of
libraries of expression constructs such as the Uni-
gene set assimilated from a human foetal brain
cDNA library (Cahill, 2001) and the FLEXGene (full
length expression ready) repository (Brizuela et al.,
2002). A number of studies have demonstrated that
protein arrays can be used to investigate protein–
protein and protein–small molecule interactions
(MacBeath and Schreiber, 2000).

22.3.3 High-throughput marker validation

Putative biomarkers are often identified in com-
parative analyses of limited numbers of samples.
Downstream validation of candidate molecules on
larger sample sets is then required, which necessit-
ates the use of high-throughput techniques and
often relies on antibody-based approaches or
approaches such as SELDI, as described earlier.
Immunoassays are an obvious choice of method for
marker validation. SELDI-based immunoassays
can be employed as illustrated by the measurement
of levels of PSMA in the serum of patients with
benign and malignant prostate disease using
antibody-coated ProteinChip arrays (Xiao et al.,

2001). Immunohistochemistry is also used extens-
ively with tissue arrays to allow simultaneous
analysis of a large number of patient samples
(Chapter 21). In addition, reverse arrays have
recently been established as a high throughput
alternative to western blotting.
Reverse arrays constructed using total cell or

tissue lysates from a series of samples which are
then probed with antibodies do not provide
information about the form of a protein present but
allow quantitative profiling of a range of antigens
in large numbers of samples simultaneously.
Paweletz and coworkers investigated the use of
LCM-procured samples in reverse arrays and were
able to detect the loss of annexin I in oesophageal
cancer (Paweletz et al., 2001). This study went on to
show increased levels of phosphorylated Akt and
suppression of apoptosis (reduced cleavage of
PARP and caspase 7) in prostate intraepithelial
neoplasia (PIN) and invasive prostate cancer com-
pared to normal prostate epithelium.

22.3.4 Post-translational modifications

The systematic study and characterization of
post-translational modifications, especially protein
phosphorylation and glycosylation, is an area of
research that is beginning to receive a great deal
of attention in proteomics-based studies. A number
of gel-based approaches can be used to study
protein phosphorylation, such as radiolabelling
using g-32P or -33P ATP followed by 2D-PAGE and
autoradiography or 2D-PAGE combined with
immunoblotting using antibodies specific for
phospho-amino acids. An alternative strategy has
been developed involving use of SH2 domains, a
family of protein modules that bind particular
classes of tyrosine-phosphorylated peptides, in
far Western blotting. Results from a pilot study
that examined a range of tumour cell lines indic-
ated that SH2 profiling may be useful for molecular
classification, including discrimination of closely
related cell lines that differ in their chemosensitiv-
ity (Machida et al., 2003). Enrichment of phospho-
proteins by immunoprecipitation (Gronborg et al.,
2002) can be carried out prior to such analysis
in combination with 2D-PAGE, for example, in
studies of the effects of interferon alpha (IFNa)
and interleukin2 (IL2) on lymphocytes (Stancato
and Petricoin, 2001). Alternatively, protocols
have been developed for derivitization of phos-
phorylated amino acids to facilitate isolation of
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phosphopeptides and incorporation of stable
isotopes to allow comparative analysis by mass
spectrometry, as has been applied in the analysis of
inhibition of BCR-ABL fusion protein by STI571 in
CML cells (Bonenfant et al., 2003).
Similarly, in studies of glycosylation, 2D blots

can be probed with lectins or lectins can be used to
affinity purify glycoproteins prior to analysis. Fol-
lowing the observation that strong binding of Helix
pomatia agglutinin (HPA) to tissue sections was
associated with aggressive breast cancer, 2D blots
were probed with HPA as a first step in identifying
the glycoproteins involved (Dwek et al., 2001).
Stable isotope labelling has also been developed for
analysis of glycoproteins by mass spectrometry.
Glycoproteins were bound to a solid support using
hydrazide chemistry and, following peptidolysis,
stable isotope labelling on a-amino groups was
carried out using heavy (d4) or light (d0) reagents.
N-linked glycopeptides were then released enzym-
atically and analysed by mLC-MS/MS (Zhang
et al., 2003). The value of the method as a specific
enrichment strategy was clearly illustrated with
analysis of serum and membrane fractions of the
prostate cancer cell line LNCaP.

22.3.5 Screening for tumour antigens

Analysis of the protein profile of tissues and fluids
is one strategy that can be adopted to identify
tumour antigens that may be used to elicit an
immune response as part of a therapeutic strategy.
Several studies have now used the alternative
strategy of examining the antibody repertoire of
cancer patients on the basis that aberrant expres-
sion or cancer-specific protein forms may generate
a humoral response and identify potential tumour
antigens. SEREX (serological identification of anti-
gens by recombinant expression cloning) is one
such approach, where patient sera are used to
probe an expression library generated from cDNA
isolated from tumour tissue. This has identified a
number of potential tumour-associated antigens in
several cancer types (Sahin et al., 1997). Protein
arrays represent a distinct analytical tool in such
proteomic studies, both for identification of novel
antigens and also, where the identity of the anti-
gens are known, as an assay platform for the
demonstration of autoantibodies that may be useful
diagnostically. The analysis of a series of well-
characterized sera from patients with autoimmune

diseases using an array containing 196 autoantigens
(proteins, peptides, and nucleic acids) and a
fluorescent-based detection system is an excellent
example of the use of this technology (Robinson
et al., 2002). The results showed precise correlation
with data obtained using more standard tech-
niques. Preliminary data collected using an array
generated from denatured recombinant proteins,
identified antibodies to UM2 in sera from prostate
cancer patients but not healthy controls (Sreekumar
and Chinnaiyan, 2002). There is likely to be
extensive interest in the development and use of
such arrays to profile the sera of cancer patients.

A distinct strategy that has been adopted to
identify tumour antigens is to use patient sera in
immunoblotting of 2D-PAGE separated tissue or
cell line extracts. In one of the earlier studies,
proteins extracted from neuroblastoma tissues and
cell lines were separated by 2D-PAGE and ana-
lysed by immunoblotting using sera from patients
with neuroblastoma or other solid tumours and
sera from healthy controls (Prasannan et al., 2000).
Eleven of twenty-three of the neuroblastoma
patients and one patient with a primitive neuro-
ectodermal tumour had reactivity to a 50 kDa
protein identified as b-tubulin isoforms I and III.
Interestingly, the antibodies did not recognize
b-tubulin found in normal brain tissue. A number
of other studies have reported similar analyses of
sera from patients with a range of tumour types
and although many of the antigens identified are
not as prevalent within the population groups
examined, the approach holds much promise for
identification of potential biomarkers. This has the
advantage over SEREX of potentially identifying
antigens whose reactivity is dependent on post-
translational modifications or epigenetic influences.

22.4 Conclusion

This chapter has provided an introduction to what
have rapidly become expanding and promising
areas of investigation, not just in cancer but also in
other biological fields. It is readily apparent that
these approaches can contribute not only to trans-
lational and applied research of direct clinical rel-
evance but also in producing new insights into the
biology of cancer. In addition to the technological
challenges, largely solved in the case of the tran-
scriptome but still the area of massive investment in
proteomics, the wealth of data arising from such
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experiments provoke new challenges in biostatis-
tical and bioinformatic handling of the data to
ensure the most efficient data mining and robust
interpretation of the results, and also the infra-
structure needed to follow up the large number of
genes or proteins of potential interest arising from
each experiment.
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23.1 Introduction

Cancer exerts its damaging effects upon patients by
the destruction caused by growth and invasion at
the primary site and secondly by similar damage
caused at distant sites as a result of metastatic
spread. For many cancers it is clear that local
growth continues for some time before metastasis
occurs. This presents therapists with ‘a window of
opportunity’ during which the removal or com-
plete destruction of the cancer at the primary site
can result in complete cure. The traditional local
modalities of treatment for cancer with surgery or
radiotherapy therefore retain a critically important
role in treating cancer patients. When used effec-
tively early in the course of the cancer they may be
curative and surgery is still the treatment that
producesmost cancer cures. Used later in the course
of the disease they may still achieve effective ‘local
control’ by eradicating or reducing the tumour
at the primary site and this may produce real
benefits for patients, even though ultimately they
may succumb to the effects of metastasis.
For these two key goals of cure and local control to

be achieved without harming the patient they have
to be very carefully targeted. When a surgeon
removes the primary cancer it is essential that it is
completely ‘radically’ resected but it is also essential
to limit the damage to surrounding normal tissues
and the consequent harm to the patient. Recent
years have seen great strides in the ability of cancer
surgeons to resect primary cancers completelywhile
minimizing the damage to the patient by the use of

advanced surgical techniques and in particular
tissue reconstruction and microvascular surgery.
Radiotherapy has also seen dramatic advances in
the ability of the clinical oncologist to accurately
target radiotherapy into the volume within which
the primary tumour sits with greatly improved
control over the amount of normal tissue irradiated.
These advances come from the use of sophisticated
cross-sectional imaging to accurately delineate the
tumour and then ever increasing shaping of the
radiation fields to miss vital normal structures.

During the last two decades local treatments
have been supplemented by the use of ‘adjuvant’
systemic treatments. The concept here is simple. If
local treatment can irradicate the primary tumour
at a time when only tiny quantities of micro-
metastatic disease exist, then the use of drug ther-
apies at that time may greatly increase the chance of
cure. Small quantities of micro-metastatic disease,
probably in an active proliferative phase, may be
irradicated by drug therapies while larger quant-
ities of metastatic disease may not be because of the
increased number of cells that must be killed and
the difficulty of drugs in penetrating established
tumour masses. This concept of adjuvant therapy,
has been shown to be valid in many kinds of cancer
and most importantly in breast cancer and color-
ectal cancer, two of the most commonest cancers in
the Western world, where the addition of adjuvant
systemic chemotherapy can significantly increase
cure rates in patients whose primary tumours have
been removed but who are known, because of the

390



characteristics of those primary tumours, to be at
high risk of micro-metastatic disease. An important
clinical facet of adjuvant therapy, which always has
to be weighed very carefully in the balance by
clinicians, is the difficulty of identifying which
patients in fact have micro-metastatic disease.
These difficulties mean that adjuvant treatments
are often given on ‘the balance of probabilities’ to
patients in whom the risk of micro-metastatic dis-
ease is substantial, even though it may be in too
small a quantity to be visible on scans or detectable
by biological or biochemical tests. Inherent in this
approach is the fact that some patients may receive
adjuvant chemotherapy, based on probabilities,
who do not in fact have metastatic disease at all.
Trials can show that patients benefit on average but
it may not be possible at the current state of practice
to indicate precisely which patients within an
overall group will benefit individually.

Surgery is the oldest form of treatment for cancer.
Whereas it was once the only modality offering a
chance of cure for solid tumours, it has now
become integrated in a multidisciplinary approach
seeking to maximize local control of disease and
minimize the likelihood of distant dissemination.
The aim of surgery is to achieve complete local
extirpation of cancer and also to determine the
stage of disease by removing lymph nodes draining
the site of the tumour. Originally this was based on
an en-bloc resection of both primary and lymph
node basin such as a radical mastectomy for breast
cancer. However, these operations involved extens-
ive damage to normal tissues and nowadays in
many cases this can be avoided by a judicious
combination of surgery and radiotherapy.

In future cancer surgery will continue to change.
Modern technologies make it possible for a great
deal of surgery to be done through small incisions

using endoscopic techniques. Robotic surgery and
even surgery carried remotely using robotics and
telemetric transfer are all feasible. Their place in
cancer surgery has to be very carefully and critic-
ally evaluated. The basic principle that a radical
resection is likely to be associated with cure has to
be retained. Clinical trials comparing new surgical
techniques are in progress.
For radiotherapy, high-energy X-ray beams,

generated from linear accelerators have a range of
energies and tissue penetration depths. Radiation
induces double strand breaks in DNA that are
repaired less effectively by malignant cells than by
their normal counterparts. Treatment is given in
multiple fractions for curative treatment to limit the
dose delivered in each fraction and thereby to
minimize long-term damage or late effects in the
normal body tissues.
The development of appropriate fields for

therapy with the appropriate energy is a highly
complex exercise known as planning. Medical
physicists and clinicians work together to outline
the field to be treated and estimate the doses of
radiation to be received in each part of that field.
Traditional planning involved plain X-rays and
lead blocks to shape fields. Modern planning
involves multi-leaf collimators and the use of
intensity modulation. Computerized tomography
and magnetic resonance imaging are essential ele-
ments in modern radiotherapy techniques.
Using the UICC system of staging, based on

T (Tumour), N (Nodal status), and M (Metastases),
produces a complex classification. The TNM system
remains the international standard but many
clinicians use simpler schemes bringing the TNM
staging together into groups. A simpler scheme
such as the Manchester system places patients in
four stages of disease and is useful in determining

Table 23.1 Staging of cancers at diagnosis, treatment and prognosis

Stage Description Treatment Prognosis

I Small primary
No nodal involvement
No distant metastases

Surgery� RT
Sometimes systemic therapy

Often good

II Small/medium primary
Local nodal involvement
No distant metastases

Surgery Systemic therapy
Sometimes primary systemic therapy

Sometimes good

III Locally advanced
No distant metastases

Primary systemic therapy RT Usually poor

IV Distant metastases Palliation with Systemic
therapy� RT� Surgery

Dire
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both treatment and prognosis. An outline of the
staging is given in Table 23.1. Various common solid
tumours will be considered in relation to the role of
local treatment and how this meshes with systemic
therapy.

23.2 Skin cancers

The skin is the commonest site of malignancy and
there are three major types, each derived from a
different precursor cell. The most frequent lesion
diagnosed is a basal cell carcinoma, also known as a
rodent ulcer, derived from the epidermal basal
layer and these are often located on the face.
Although locally invasive these lesions do not give
rise to distant metastases and so local treatment
(complete excision) is curative. Inadequate treat-
ment, however, will mean that further local inva-
sion will occur and this can be life-threatening if
affecting a vital organ.
Squamous cell carcinomas (SCC) are derived

from basal keratinocytes, often in sun-damaged
areas where actinic keratoses are found. Unlike
rodent ulcers SCC may metastasize to regional
nodes or distant sites but only in <5% of cases. SCC
developing from actinic keratoses is unlikely to
metastasize but those arising from long-standing
areas of skin inflammation, burns or chronic sinuses
are more likely to be aggressive. In the majority of
cases wide excision is curative.
The least common but most aggressive of skin

cancers is melanoma, derived from melanocytes.
Risk factors for melanoma include fair skin, sunlight
exposure, multiple benign naevi, and prior diagnosis
of melanoma. There is genetic predisposition and
mutations in the CDKN2A gene, which prevent
expression of p16, have been implicated. There are
subtypes of melanoma: superficial spreading,
nodular, lentigo maligna, and acral lentiginous but
the former type comprises 70% of lesions.
Staging is based on the Breslow tumour thickness

(height from granular layer to maximum depth of
invasion) and the Clark level of invasion (extent of
dermal penetration). The major prognostic deter-
minant is the thickness of the lesion rather than the
depth of invasion. Whenever possible the histo-
logical diagnosis of a suspected melanoma is made
by wide excision to avoid cutting into the lesion
and risking the shedding of viable tumour emboli.
The melanoma is excised down to the deep fascia
and required tumour-free margins are dependent
upon the tumour thickness.

Because melanoma spreads to regional lymph
nodes many surgeons carried out en-bloc nodal
resection. This can deal with the local problem of
tumour relapse but in many cases the nodes were
negative and the dissection led to lymphoedema if
axillary or inguinal nodes were cleared. Because of
this the technique of sentinel node biopsy has
developed to stage disease and reduce morbidity.
The sentinel node is the first port of call for
lymphatic fluid draining from a tumour and hence
the first site at which tumour metastases may be
found. The concept was applied by Morten, using a
marker dye to identify the lymphatic basin of
malignant melanomas (Morten et al., 1992). Dye is
injected at the site of the lesion and lymphatics can
be identified by eye and the sentinel node(s)
resected. Provided that these are tumour-free no
further nodal dissection is necessary.

Because of the high risk of distant metastases
many agents have been tested as both adjuvants
and for the treatment of advanced melanoma,
mostly without success. High dose interferon-a2b
has some effect as an adjuvant but there are no
proven chemotherapy regimens. For management
of metastatic melanoma the only agent with some
effect is dacarbazine (DTIC) but the median
response duration is short (3–6 months). The lack of
effective therapies has prompted extensive work
into biological approaches including antibodies
against melanoma antigen ganglioside (GM2),
polyvalent melanoma vaccine, and adoptive
immunotherapy using dendritic cells.

23.3 Breast cancer

Apart from skin malignancy, breast cancer is the
commonest tumour in Western European women,
affecting 1 woman in 10, and is responsible for the
majority of deaths in middle aged females. Invasive
breast cancer is predominantly ductal in origin and
almost invariably evolves from non-invasive dis-
ease, ductal carcinoma in situ (DCIS). In DCIS the
ducts are filled with malignant cells without any
breach in the basement membrane. The central cells
undergo necrosis and then calcification. It is this
microcalcification which is picked up on mammo-
graphy and 20% of screen detected cases are DCIS.
Almost invariably patients with DCIS are asymp-
tomatic, although occasionally they may have a
lump or a nipple discharge.

What used to be a rare condition is now relatively
common.Depending ongrowth rate andmorphology

392 C E L L U LAR AND MOL ECU LAR B I O LOGY O F CANCER



DCIS is subdivided by pathologists into low,
intermediate, and high grade. Although not life-
threatening, unless DCIS is completely excised it is
very likely to recur and progress to invasive disease:
those with high grade DCIS are most likely to
develop invasive cancer and this is usually also of
high grade. The standard treatment wasmastectomy
and it was paradoxical that women with invasive
breast cancer were offered breast conserving treat-
ment whereas those with non-life-threatening DCIS
were undergoing mastectomy. For this reason, in
the 1980s, trials were set up to determine whether,
after a complete excision of DCIS there was a benefit
from breast irradiation or tamoxifen.

These trials have shown that radiotherapy does
reduce the likelihood of recurrence of DCIS and
progression to invasive cancer. Tamoxifen may
have some effect in those with estrogen receptor
positive (ERþ ) DCIS. What also emerged is that in
many screen-detected cases DCIS is too extensive
for complete wide excision so that a mastectomy is
necessary. The challenge is to find novel therapies
that can prevent progression and reduce the num-
ber of mastectomies for DCIS.

Breast cancer is probably the most feared
malignancy in women despite the fact that more
women in the United States now die of lung cancer
as a result of smoking. The mortality rate from
breast cancer is falling, partly as a result of earlier
diagnosis from public awareness and screening but
also from the judicious use of effective adjuvant
therapies. The standard form of breast conservation
therapy, confirmed in many prospective rando-
mized trials, is wide excision of tumour, axillary
lymph node clearance and breast irradiation. Many
attempts have been made, with varying success, to
minimize the extent of local intervention in the
hope of reducing side-effects while maintaining
good local control of disease.

It is generally agreed that the aim of surgery is to
achieve tumour-free excision margins both in terms
of invasive and non-invasive disease. In some cases
the extent of surgerymay be reduced providing that
a radiotherapy boost is given to the tumour site,
although a boost trial suggested that this was only
necessary in younger women (Bartelink et al., 2001).
If no radiotherapy is given to the breast even after
complete excision there is an increased risk of
relapse at the tumour site, which may be as high as
40%. Various studies have and are examining the
role of radiation to the affected quadrant of the
breast, and with refinement this may be effective,

particularly in older women. For various reasons
women aged>65, who comprise 50% of the cases of
breast cancer, have a disproportionately high
cancer-specific mortality (60% of all deaths). It is
likely that many otherwise fit older women are
offered suboptimal treatments and not offered
radiotherapy when it is appropriate.
Because olderwomenaremore likely to haveERþ

cancers, many have been treated with tamoxifen
alone. Several trials have indicated that this leads to
an unacceptably high rate of local progression and
may also be responsible formore deaths.AnEORTC
trial comparing wide excision with tamoxifen for
women aged �70 years showed that although there
were more relapses in the former group, the mor-
tality ratewas the same (Fentiman et al., 2003).Wide
excision plus tamoxifen may be an appropriate safe
alternative to mastectomy in older women with
ERþ breast cancer.
The prognosis in patients with operable breast

cancer is determined by three main factors: tumour
size, tumour type, and axillary node status and
these have been combined in the Nottingham Pro-
gnostic Index (NPI) (Galea et al., 1992). The NPI
score is derived as follows:

NPI ¼ 0:2� tumour size

þ lymph node stage

ð1 ¼ �ve; 2 ¼ 1--3nodesþ ve;

3 ¼ 4þ nodesþ veÞ
þ histological grade

ð1 ¼ grade I; 2 ¼ grade II; 3 ¼ grade IIIÞ

Based on the score, patients can be placed into
prognostic categories as shown in Table 23.2.
Of these factors the most important is the axillary

nodal status, not just positive or negative but the
number of involved nodes. For this reason axillary
clearance has been central to the treatment and
staging of early breast cancer but its invariable use
has been challenged. In>50% of cases the nodes
are negative so that the patient could be said to
have had an unnecessary operation which may be

Table 23.2 NPI score and prognosis

Group Score 10 year survival

Excellent prognostic group <2.4 95%
Good prognostic group 2.5–3.4 85%
Moderate prognostic group 3.4–5.4 70%
Poor prognostic group >5.4 18%
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followed by complications such as arm swelling
(lymphoedema, numbness paraesthesiae pain from
sensory nerve division and restriction of shoulder
movement. For these reasons the sentinel node
technique was adapted by Giuliano for staging
patients with breast cancer (Giuliano, et al., 1994).
Studies are underway to determine the suitability
of this for general surgical use.
Before replacing axillary clearance with sentinel

node biopsy it is important to be aware that the
technique has a sensitivity of between 85% and
98%. If the axilla is under-staged the patient may be
under-treated both locally and systemically since
many oncologists in Europe would not give
adjuvant cytotoxic chemotherapy to all node neg-
ative cases. Sentinel node biopsy will not work
when lymphatic vessels or nodes are replaced with
tumour and so the procedure has to be carried out
with great care and selection.
For patients with primary tumours>4 cm, or

with multifocal disease mastectomy is generally
recommended because breast conservation therapy
leads to an increased rate of breast relapse and
often an unsatisfactory cosmetic outcome. For some
women with large but operable primary tumours
mastectomy may be an almost unacceptable option
so that they will opt for primary systemic therapy
(neo-adjuvant or up-front therapy). The aim is to
shrink the tumour so that breast-conserving sur-
gery is possible and this can be achieved in up to
95% of cases. For the few women with progressive
or static disease a change of systemic therapy will
be needed but some of these patients have a very
poor prognosis because of their chemo-resistant
disease. Local treatment is usually based on a
combination of surgery and radiotherapy to try and
achieve local control.

23.4 Lung cancer

Lung cancer is one of the commonest malignancies
in men and kills more individuals than any other
malignancy. More than 80% of cases are the result
of smoking and the overall 5-year survival is only
15%. There are 2 main subtypes: small cell lung
cancer (SCLC) and non-small cell lung cancer
(NSCLC). The former is usually inoperable at dia-
gnosis and treated with systemic therapy whereas
NSCLC may be surgically resectable. NSCLC
comprises four main histological types adeno-
carcinoma (50%), SCC (35%), large cell carcinoma
(10%), and bronchoalveolar (5%).

Treatment depends upon the stage of the cancer
and the performance status of the patient. As a
result of smoking many of these patients have long-
standing lung and heart disease. It is pointless
resecting a tumour and surrounding normal tissue
when the patient has such poor lung function that
after surgery they would be unable to breath
spontaneously. More than 50% of patients with
NSCLC have inoperable disease at presentation
and only 15% survive 5 years. Of those with stage I
disease, 50% are alive at 5 years compared with
30% of those with stage II disease.

Originally thoracic surgeons removed the entire
lung on the affected side (pneumonectomy) but
this was associated with substantial mortality
and nowadays the lobe or segment is removed
(lobectomy/segmentectomy). The latter is associated
with an increased likelihood of local relapse and
illustrates the essential problem in surgical onco-
logy: more extensive resections are associated with
better tumour control but more morbidity and
mortality, whereas lesser surgery may be respons-
ible for more local relapses when attempting to
cause fewer immediate problems for the patient.
Because of the high mortality rate in resectable
cases a variety of adjuvant treatments are being
tested including cisplatin and etoposide.

23.5 Prostate cancer

This is the second commonest cancer in males,
particularly affecting older men: over 80% of cases
are diagnosed after age 65. Despite this, only 10% of
men with prostate cancer die of the disease. This is
the paradox of prostatic cancer: autopsy examina-
tion of men aged 70–79 reveals prostate cancer in
39% and this rises to 43% in those aged�80.
Although the disease is present it is not causing
many patients any problems and will not be
responsible for their death.

Age is the major risk factor but there is also an
increased risk in those with a family history of
either prostatic or breast cancer. Vegetarians are at
decreased risk and vitamins A and E may have a
protective effect. Patients may be asymptomatic but
the commonest complaint is difficulty with mic-
turition, straining to start, frequency, and nocturia.
All these can arise from benign prostatic hyper-
trophy as well as malignancy.

Many prostate tumours are hormone sensitive
and the presence of dihydrotestosterone receptor is
associated with response to androgen deprivation.
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Unlike breast cancer the presence of either oestro-
gen or progesterone receptors does not relate to
endocrine responsiveness. Androgen induces the
production of a prostatic secretory glycoprotein,
prostate-specific antigen that can be used with
caution to screen for disease and monitor response.

The diagnosis is based on digital rectal exam-
ination and core needle biopsy. Prostate specific
antigen (PSA) is elevated in serum, as is prostatic
acid phosphatase. Both of these markers are not
specific to malignancy and will be elevated after
manipulation of the prostate by digital examina-
tion. If the disease is confirmed histologically other
tests include transrectal ultrasound, radioisotopic
bone scan 111In-capromab pendetide (Protascint
scan). The latter test uses antibodies to PSA, linked
to 111In in order to determine whether there has
been spread to the lymph nodes.

Various grading tests for prostatic cancer have
been devised but that in most widespread use is the
Gleason system (Gleason et al., 1974). This divides
tumours into five grades as shown in Table 23.4.
The likelihood of progression and death within
15 years, if untreated, is also shown and among
those with Gleason 5 grade tumours, discovered

incidentally at surgery for presumed benign pro-
static hypertrophy, 60–87% will die from prostate
cancer. This has great importance since screening
programmes for prostate cancer are being advoc-
ated and it is most important that asymptomatic
individuals are not overtreated: those with low
grade lesions may have a survival similar to that of
age-matched controls without malignancy.
Patients selected for radical prostatectomy will

be those with clinically localized tumours with 4/5
Gleason score and raised PSA levels who have a
predicted life-expectancy of>15 years. The surgery
aims to remove prostate, seminal vesicles, ampul-
lae of vasa deferentia, and achieve tumour-free
margins but this is not achieved in over 25% of
cases. Lymph nodes are dissected for staging rather
than therapeutic purposes and PSA levels>20 ng/ml
are almost invariably associated with nodal involve-
ment. Complications include impotence and urinary
incontinence in up to 20% of cases. In a large series
of 1153 patients treated by radical prostatectomy at
the Mayo Clinic the 10 year survival was 75% with
only 10% of cases dying of metastatic disease (Zincke
et al., 1994).
The selection of patients for radical surgery

remains highly controversial. Many surgeons
believe that radical surgery carries the highest
chance of cure, although the evidence that this is
the case when compared either to radiation therapy
or to a policy of careful follow-up in order to detect
which patients have disease that will progress
remains incomplete. Patterns of practice differ
across the world with a greater enthusiasm for
radical surgery in general in the United States,
although a growing trend in this direction in
Western Europe. Alternatives to radical therapy
include observation or radical radiotherapy which
can be delivered by external radiation beams or by
implanting radioactive sources into the prostate in
a process called brachytherapy. Both can produce
control of small primary tumours without the need
for radical resection of the prostate and associated
tissues but still with significant local morbidity for
the patient resulting from the effects of high doses
of radiation. Randomized trials comparing radi-
ation therapy with surgery have proved very dif-
ficult to deliver and currently new efforts to
complete this work are being made in the United
States and in Europe. The techniques involved in
radiotherapy are critically important to good clin-
ical outcomes. Usually the whole pelvis is irra-
diated with a boost to the prostate: a randomized

Table 23.3 Dukes staging of colorectal cancers (Dukes, 1932)

Dukes stage Description 5-year
survival (%)

A Confined to bowel wall 85–95
B Through bowel wall 60–80
C Spread to lymph nodes 30–60

Table 23.4 Gleason grading for prostate cancer and survival

Grade Description 15-year
mortality (%)

1 Well-differentiated with
uniform gland pattern

4–7

2 Well-differentiated with
pleomorphic glands

6–11

3 Moderately differentiated
with irregular acini or
well-defined papillary or
cribriform structures

18–30

4 Poorly differentiated with
fused glands invading stroma

42–70

5 Poorly differentiated with
minimal or no gland formation
and central necrosis in
tumour masses

60–87
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trial showed that there is no benefit from pelvic
node irradiation (Asbell et al., 1998). Long-term
side effects may include for some patients rectal
discharge, tenesmus, bleeding, and stricture,
together with chronic cystitis, urethral stricture and
impotence so the choice of therapy and its delivery
are critically important.
To improve results, total androgen blockade with

Goserelin and Flutamide has beenused to shrink the
tumour before radiation. Several clinical trials have
shown that this reduces relapse rates and lowers
mortality from prostate cancer. As with breast
cancer, post-radiotherapy with a gonadotrophin
releasing hormone analogue has been shown to also
decrease both relapse and death from disease.

23.6 Colo-rectal cancer

Cancers of the large bowel are the third commonest
tumour in both men and women and are respons-
ible for>17,000 deaths annually in Britain. More
than half the cases have rectal tumours, usually in
the middle third. Of colonic cancers, half occur in
the sigmoid (left side) and one quarter in the cae-
cum and ascending colon (right side). The typical
history is of a change in bowel habit sometimes
associated with blood stained faeces. On the right
side of the colon (caecum/ascending colon) the
bowel contents are relatively fluid so that the can-
cer is less likely to cause obstruction but may cause
symptoms of anaemia as a result of blood loss.
Approximately 25% of cases are the result of a

genetic predisposition such as familial adenoma-
tous polyposis (FAP) and hereditary non-polyposis
colorectal cancer (HNPCC), but the majority have
sporadic disease. Other risk factors include high
animal fat diets, low vegetable intake, prior history
of cholecystectomy, and ulcerative colitis. There
will be a second synchronous tumour in about 5%
depending on the rigorousness of the pre-operative
work-up.
Unfortunately up to 15% of colorectal cancers are

unsuspected until the patient presents with bowel
obstruction. Such individuals may be very sick and
are likely to be operated on as an emergency by a
relatively inexperienced surgeon. Sometimes the
correct treatment is to relieve the obstruction with a
temporary colostomy before preparing the patient
for subsequent elective surgery to resect the tumour.
To reduce the numbers of patients presenting
with bowel obstruction and to diagnose more
early colon cancers population screening has been

suggested, either faecal occult blood testing (FOBT)
or colonoscopy in high risk cases. There is evidence
that from large trials that FOBT may reduce mor-
tality by up to 20% (Kronborg et al., 1996).

The investigation of a patient with suspected
large bowel cancer includes double-contrast bar-
ium enema and flexible fibre-optic colonoscopy, an
endoscope technique with a flexible endoscope that
can visualize the whole colon. Rectal and sigmoid
tumours may be visualized and biopsied with a
sigmoidoscope, a shorter rigid or flexible scope
which visualizes only the lower bowel. If a cancer is
identified a biopsy is taken for confirmation and
colonoscopy is carried out to exclude a second
tumour. A CT scan is performed to determine
whether hepatic metastases are present.

Cuthbert Dukes described the classical staging
for colorectal cancer (Dukes, 1932). This relatively
simple scheme does separate patients into different
prognostic groups as shown in Table 23.3 but its
applicability will depend upon the assiduousness
of both the surgeon and the pathologist. Know-
ledge of the molecular genetics of colorectal cancer
may also aid prognostic classification. Malignancy
is characterized by an accumulation of genetic
abnormalities due to hypermutability: 80% of
colorectal cancers have chromosome instability
and microsatellite stability (MSS). These tumours
are aneuploid with K-ras mutation and loss of
heterozygosity (LOH) at loci of APC and p53 genes
(Kinzler and Vogelstein, 1996). The other 20% of
cancers have microsatellite instability (MSI) that
can be high (MSI-H) or low (MSI-L). These tumours
are diploid without LOH or K-ras mutation but
with inactivation of genes including TGF-a, IGF2r,
and CDX2 ( Jass et al., 1998).

The principles of surgery are to resect the tumour
and surrounding normal bowel when possible
together with its draining lymphatics which are
associated with the arterial blood supply and to
fashion non-leaking anastomoses of the bowel
ends, avoiding a permanent colostomy whenever
possible. When the disease is locally advanced and
non-resectable, preoperative radiotherapy may
render the tumour operable. For elective surgery
the patient will need pre-operative counselling
particularly if a colostomy is necessary on a tem-
porary or permanent basis.

For rectal cancers the standard treatment used to
be an abdomino-perineal excision of rectum (APER)
which left the patient with a permanent colostomy.
The situation has changed in the past 20 years and
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now up to 75% of patients are treatedwith sphincter
sparing excision of the rectum and anastomosis of
the colon to the anal canal, so avoiding the need for a
colostomy. Sometimes a colonic pouchmaybemade
to reduce urgency and frequency of defaecation.
Carrying out a total mesorectal resection to com-
pletely remove the tumour and surrounding soft
tissues reduces risk of local relapse significantly
(Heald and Ryall, 1986).

Approximately 80% of colon cancers are operable
and as many as 95% of rectal tumours, with an
operativemortality of 5%. The overall 5-year survival
is 50% so that surgery alone is unable to cure a sub-
stantial number of patients with colorectal cancer,
although it may greatly improve quality of life by
preventingor relieving bowel obstruction. The role of
post-operative versus pre-operative radiotherapy is
under investigation in clinical trials. Additionally the
combination of radiotherapy and chemotherapy is
being tested but there is, as yet, no consensus.

It is, however, clear that treatment with adjuvant
chemotherapy after surgery does improve survival
in those with Dukes’ B and C colon tumours (i.e.
those with more invasive primaries or lymph
node metastases) (Buyse et al., 1988). The single
agent which has been shown to be effective is
5-fluorouracil (5FU) but it has to be given for pro-
longed periods (6 months). Efficacy is improved by
the addition of folinic acid (FA) possibly by leva-
misole but 5-FU plus FA is superior to 5-FU plus
levamisole. Since the major site of distant meta-
stases is the liver, 5-FU has been given via the
portal vein and this may lead to an improvement in
5-year survival (Liver Infusion Meta-Analysis
Group, 1997). Newer drugs including crinotecan
and oxaliplatin are beginning to find a place in the
treatment of colorectal cancer.

23.7 Conclusions

Other local treatments
While surgery and radiation therapy are by far the
mostwidely used local treatments for cancer and the
most effective, other approaches do exist. Ultrasonic
destruction and radiowave destruction of indi-
vidual metastasis, usually in the liver, have been
widely applied but do not have a routine role in
many centres. Photodynamic therapy in which
patients are treated with drugs which are retained
in tumours and sensitize them to light and then
the tumours are locally exposed to intensive light

sources can be very useful for superficial accessible
tumours, most commonly in the lung. Cannulation
of the blood supply of tumours to be followed by the
introduction of agents which reduce blood flow
either pharmacologically or physically (embolisa-
tion) can be useful ways of reducing a primary
tumour either for palliation or to render surgery
easier. Embolization can be particularly useful to
reduce bleeding from tumours when radical sur-
gery is not possible.
Surgery and radiotherapy remain mainstays of

the effective treatment of cancer to irradicate the
primary tumour with intent to cure the patient
either by these local treatments alone or by com-
bining these treatments with systemic drug ther-
apies which will irradicate micro-metastatic
disease. For patients who are not curable, surgery
and radiotherapy can have great value to reduce the
symptoms and loss of function that can result from
primary cancer. They are likely to remain important
parts of cancer treatment for many years to come,
probably increasingly supplemented by our ability
to generate combined modality approaches of
which they will be a key part.
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24.1 Introduction

The term chemotherapy, under its broadest def-
inition, covers any therapeutic intervention utiliz-
ing chemicals and includes the use of any
pharmaceutical compound. However, in common
oncological parlance, the term is taken to relate to
the administration of cytotoxic drugs, often with
significant side effects, to patients as part of the
treatment of malignant disease. This chapter will
concentrate on the scientific and clinical basis of
using these traditional cytotoxic drugs to ‘kill’
malignant cells. Newer agents will also be dis-
cussed briefly to highlight the very significant
changes in cancer drug discovery, development,
and administration that are underway.

24.2 Mechanisms of action and
resistance to traditional cytotoxic drugs

The site of action of almost all traditional cytotoxic
drugs is the cellular DNA or the processes asso-
ciatedwith thisDNA (Figure 24.1). Drugsmay inter-
act directly with the DNA, intercalating between
the bases (e.g. anthracyclines, actinomycin D),
chemically altering the structure of DNA (adduct

formation) (e.g. alkylating agents, mitomycin C,
platinumcompounds) or substituting the baseswith
analogous structures (e.g. 5-fluorouracil, cytarabine,
gemcitabine). Drugs may deplete the pool of
bases required for DNA (and RNA) synthesis (e.g.
5-fluorouracil, methotrexate, 6-mercaptopurine,
6-thioguanine). They may interact directly with
variousDNA-associated proteins such as topoisome-
rase I (e.g. irinotecan, topotecan) or topoisomerase II
(e.g. etoposide). They may affect the microtubules
that organize the chromosomes during mitosis (e.g.
vinca alkaloids, taxanes).
For most cytotoxic drugs used clinically,

although many of their main cellular sites of action
have been identified, the precise mechanisms
underlying their ability to kill cells often remain
obscure. For example, cisdiamminedichloroplat-
inum (cisplatin) is used widely in the treatment of
gynaecological, testicular, gastro-intestinal, and
lung cancers. Following intra-cellular aquation, a
highly reactive species is generated which binds
covalently to macromolecules including DNA.
Binding to DNA leads to predominantly intra-
strand cross-links between adjacent guanines in the
major groove of the DNA helix (interstrand guan-
ine cross-links, direct DNA-protein cross-links, and
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adenine cross-links also occur, but at a much lower
frequencies) (Raymond et al., 2002). Although it is
not yet known which of these adducts is the most
relevant to cytotoxicity, studies have shown that
inactivation of the mismatch repair (MMR) genes
MLH1 and MSH2 by mutation or by promoter
methylation are associated with cellular resistance
to cisplatin in vitro (Kelland, 2000). Hence, DNA-
protein interactions—in the form of the MMR
machinery—clearly have some role in transducing
cisplatin’s effects on DNA into phenotypic change.
Whether the MMR complex predominantly insti-
tutes futile cycles of DNA repair at adduct sites
producing single strand DNA breaks, or whether
some direct signaling of, for example, the p53-
dependent apoptotic pathway following adduct
‘recognition’ by the MMR complex is at present
unclear.
In addition to DNA adduct formation and the

potential role of the MMR complex in transducing
this, like many other chemotherapeutic agents

cisplatin may have multiple other actions within
the cell that contribute to cell kill. For example,
the distorting effect of platinum adducts on the
helix induces binding of a range of different pro-
teins to the surrounding area including TATA-
binding protein, human upstream binding factor,
high mobility group proteins 1 and 2, and sex-
determining region Y protein. These proteins may
trigger p53 directly, and/or the effect of DNA dis-
tortion in misdirecting these proteins to areas of
DNA to which they are not normally bound
(‘molecular decoying’) may also be significant
(Hurley, 2002). In vitro ‘DNA-independent’ apop-
totic signals, reflecting the fact that the majority of
cisplatin within the cell is bound to protein and not
to the DNA, have also been described (Raymond
et al., 2002).

In addition to mediating sensitivity to certain
cytotoxic drugs, active DNA damage recognition
and repair mechanisms can also be involved in
resistance to DNA-damaging drugs. For example,

Methotrexate, 5-Fluorouracil,
6-Mercaptopurine, 6-Thioguanine

5-Fluorouracil, Gemcitabine,
CytarabineAlkylating Agents, Platinums,

Anthracyclines, ActinomycinD, Mitomycin C

Irinotecan, Etoposide

DNA associated proteins

Nucleotide synthesis
Nucleotide incorporation

Microtubule associated processes

DNA adducts, crosslinks, and intercalation

Taxanes, Vinca Alkaloids

Figure 24.1 Cellular sites of action of traditional cytotoxic drugs. Many anticancer drugs have more than one site of action within the cell.
The link between site of action and ultimate cellular outcome (e.g. cell cycle arrest, necrosis, or apoptosis) for most traditional cytotoxic drugs is
often obscure.
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increased tumour expression of ERCC1—a critical
nucleotide-excision repair (NER) gene—has been
shown to correlate with clinical drug resistance for
platinum-containing chemotherapy regimes in
gastric, ovarian, colorectal, and non-small cell lung
cancer (Reed, 1998).

Drug resistance in cancer is common. Some
tumours are inherently unresponsive to cytotoxic
chemotherapy (e.g. renal carcinoma). Others may
respond well initially but relapse rapidly with
drug-resistant disease (e.g. small cell lung cancer).
Many factors have been implicated in cellular
resistance and these mechanisms may be drug or
class specific (e.g. mutations of the cellular target or
alterations in specific aspects of drug uptake and
metabolism) or they may be associated with cross-
resistance to a number of different drug classes
(e.g. through the altered expression of drug efflux
pumps that recognize drugs with related physico-
chemical properties but different pharmacological
targets—such as p-glycoprotein (mdr-1) and multi-
drug resistance associated protein 1 (MRP1)—or

anti-apoptotic signals such as p53 mutations and
bcl-2 over-expression). Further examples of cellular
mechanisms of cytotoxic drug resistance are given
in Figure 24.2.
Even though cytotoxic drugs may have the same

cellular target, they may interact with that target in
different ways. For example, topoisomerase II is an
enzyme that unwinds the supercoils of DNA by
cutting, rotating, and rejoining the helix during
replication, recombination, transcription, and chro-
mosomal separation. Etoposide anddoxorubicin are
both topoisomerase II poisons that are used clinic-
ally. Each stabilizes one or more of the different
‘cleavable complex’ conformations of DNA and
topoisomerase II, inducing double-strand breaks in
the helix as the enzyme stalls part way through
unwinding. Doxorubicin intercalates between the
bases in DNA prior to interacting with the enzyme
and stabilizes the cleavable complex formed before
DNA processing (CC1). Etoposide, on the other
hand, is not a DNA intercalator and only interacts
with the DNA when it is already complexed with

-Sanctuary sites (e.g. brain, testis)
-Pharmacokinetic variation including
 decreased prodrug activation in body (e.g.
 hepatic activation of cyclophosphamide)

-Mutations in target altering molecular
 sensitivity to drug (e.g. TS, topoisomerase I)

-Increased expression of target (e.g. TS, dihydrofolate
 reductase)
-Repair of DNA damage (e.g. NER for cisplatin)
-Toleration of damage (e.g. anti-apoptotic signals)

-Decreased uptake of drug into cell (e.g. low reduced folate 
 carrier for methotrexate)
-Decreased prodrug activation in tumour cell (e.g. low 
 thymidine phosphorylase for capecitabine)
-MDR1, MRP1 (efflux pumps)
-Decreased folypolyglutamate synthetase (needed to retain
 methotrexate in cell)
-Increased glutathione S-transferase (detoxifies platinums and
 alkyating agents)

NO

NO

NO

NO

Administered dose of drug Drug in ECF around tumour?
(Drug in active form?)

Drug in cancer cell?
(Drug in active form?)

Drug target present?

Drug-target
interaction lethal?

Figure 24.2 Mechanisms of innate and acquired resistance to traditional cytotoxic drugs.
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topoisomeraseII, stabilizingthecleavablecomplexes
formed both before and after DNA processing
(CC1 and CC2). There is evidence that the sensit-
ivity of cancer cells to topoisomerase II poisons
may be directly proportional to their topoisomerase
II content, as the enzyme functions not only as the
target for these drugs but also as the primary effecter
of the DNAdamage (Kellner et al., 2002). In contrast
to etoposide and doxorubicin, dexrazoxane acts
on the same enzyme but as a catalytic inhibitor
rather than as a poison and does not induce direct
DNA breaks because it acts at other stages of
the topoisomerase II enzymatic cycle than the
cleavable complexes. As a consequence of this,
overexpression of the topoisomerase enzyme is
associated with reduced rather than enhanced
antitumour activity of dexrazoxane in vitro. The
clinical role of the catalytic inhibitors as cytotoxics
is still being defined. In line with their different
mechanisms of action, mutations in topoisomerase
II associated with in vitro drug resistance to topo-
isomerase II poisons and to catalytic inhibitors
cluster around different regions of the molecule
(Kellner et al., 2002).
Pharmacokinetic factors also contribute towards

mechanisms of resistance (Figure 24.2). For
example, it is important to realize that for many
anticancer drugs the administered form of the drug
is not necessarily the active form. Variability in, for
example, levels of activating or inactivating
enzymes in the host tissues and/or in the tumour
can lead to significant additional inter- and intra-
individual variation in terms of normal tissue
toxicity and antitumour efficacy from such drugs.
Drugs in clinical use, which require metabolic
activation include 5-fluorouracil (5-FU), capecita-
bine, cyclophosphamide, ifosfamide, and irinote-
can. For example, 5-FU is inactive until metabolized
to various active fluoronucleotides and fluor-
onucleosides within the cell. The most important
5-FU anabolites are 5-fluoro-2 0-deoxyuridine-5 0-
monophosphate (FdUMP), the triphosphate of
FdUMP (FdUTP), and 5-fluorouridine-5 0-
triphosphate (FUTP). FdUMP inhibits thymidylate
synthase (TS), a key enzyme in de novo pyrimidine
synthesis, leading to dTTP depletion, an unbal-
anced intracellular nucleotide pool and ultimately
the formation of single-strand DNA breaks
(although the precise mechanisms underlying these
breaks are at present unknown). FUTP can also be
incorporated directly into RNA, and FdUTP into
DNA (Longley et al., 2003).

In addition to activation, metabolism is also
important with regard to drug inactivation. For
example, 5-FU is catabolized by dihydropyr-
imidine dehydrogenase (DPD) and cleared rapidly
from the body. Therefore, administration of 5-FU
by a bolus (short) injection leads to a high max-
imum concentration (Cmax) in the plasma, but a
short duration of exposure. From animal and
human studies this pharmacokinetic profile
appears to favour FUTP incorporation into RNA. In
contrast, continuous infusion regimes with low
Cmax but prolonged exposure appear to favour TS
inhibition. The TS inhibition of bolus regimes can
be increased by the co-administration of 5-formyl-
tetrahydrofolate (folinic acid), a reduced folate
co-factor for TS that enhances 5-FU binding to the
enzyme. These are examples of ‘schedule depend-
ency’, whereby the administration of a drug by
different schedules results in distinct biochemical
effects and clinical outcomes. For example, the
different dose limiting toxicities for 5-FU with the
three different regimes are: bolus—leucopenia;
bolus with folinic acid—leucopenia and mucositis;
continuous infusion—palmar-plantar erythema.
The tumour responses seen in patients with color-
ectal cancer are enhanced when folinic acid is
added to bolus 5-FU (compared to bolus dosing
alone) or by prolonged exposure schedules (com-
pared to bolus dosing), supporting the notion that
TS inhibition is the more important mechanism of
action clinically.

Drug resistance may lead to lack of response at
the time of treatment (when second line therapy
using a different class of agent may be initiated) or,
following an initial response the tumour regrows.
On regrowth, a decision may be made whether to
retreat with the same regimen or switch to second
line therapy. This decision is usually based on the
initial response to the drug and to the specific drug-
free interval. With ovarian cancer and platinum
therapy, for example, progression or relapse within
6 months of responding to platinum treatment
tends to correlate with platinum resistant disease
on retreatment. In contrast, progression or relapse
more than 6 months after completion of platinum
therapy tends to correlate with platinum sensitive
disease on retreatment.

One explanation of the importance of drug-free
interval in predicting sensitive and resistant dis-
ease relates to multiple populations of mutated
cells existing in tumours. If relapse or progression
occurs early it is presumed that the clones that were
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resistant to the drugs are likely to be the ones that
are repopulating the tumour. The longer the time
without a specific drug’s selection pressure on
resistant clones, the more likely it is that sensitivity
to that drug will recur. For example, a number of
ovarian cancers that progressed on platinum ther-
apy have been documented as ‘regaining’ platinum
sensitivity following a period of time on taxane
treatment (Kavanagh et al., 1995).

24.3 Therapeutic principles of
traditional cytotoxic chemotherapy

All of the targets for traditional cytotoxics in
malignant dividing cells are also expressed within
normal dividing cells. The cells in the normal
human body which turnover most rapidly and
therefore are those most impacted upon by tradi-
tional cytotoxics are those of the bonemarrow, skin,
hair follicle, and gastrointestinal mucosa. Acutely,
there may be little difference between the damage
sustained by the tumour and by these sensitive
tissues from treatment. The essence of using tradi-
tional cytotoxics as therapy is therefore to produce
an outcome differential between host and tumour
that favours tumour cell death. One key to estab-
lishing such a differential between tumour and host
is to exploit differences in their cellular ability to
repair damage. Malignant cells tend to have
impaired DNA damage repair machinery com-
pared to normal cells. If treatment is given inter-
mittently, subsequent doses can be timed to occur
when the host has recovered but the tumour has
not, gradually widening the differential cell kill. For
each dose of chemotherapy it is thought that a
constant fraction rather than an absolute number of
malignant cells are killed (Skipper hypothesis).

Different normal tissues recover from a dose of
chemotherapy at different rates. The most clinically
relevant normal tissue is the bone marrow. The
various circulating components of blood have dif-
ferent lifespans, being in order: white blood cells
(1–3 days), platelets (10 days), and red blood cells
(120 days). Although requirements for red blood
cell transfusions are not uncommon after pro-
longed courses of chemotherapy, acutely it is the
platelet and white cell counts that determine the
timescales of intermittent dosing. The neutrophils
are the most important white cells as their numbers
correlate closely with the ability to fight off bacterial
infections—the major risk factor from short-term
immunosuppression. Most traditional cytotoxics

produce nadir neutrophil counts between 7 and 10
days (conventionally a dose followed by a period of
recovery is referred to as a cycle and cycle days are
numbered in sequence from the first day of
administration of the myelosuppressive chemo-
therapy). By day 21 the neutrophil count has usu-
ally recovered and so 3-weekly cycles of treatment
are common. If, for whatever reason, the patient’s
neutrophil or platelet count has not recovered by
the date of the next due cycle—age, previous
chemotherapy, malignant bone marrow infiltration,
bone marrow irradiation, and general malnutrition
are all common reasons for blunted haematological
stem cell responses—then two options are avail-
able. First, treatment may be delayed to allow fur-
ther recovery (and, if the delay is very prolonged,
particularly if it is associated with complications or
significant non-haematological toxicities, then sub-
sequent cycles may be given at a reduced dose).
Second, bone marrow support may be utilized with
transfusions (red cells, platelets, or peripheral
blood stem cells), or haematological growth factors
(erythropoetin, GCSF or GMCSF—viable platelet
growth factors are still in development at present).
Increasing haemoglobin levels with recombinant
growth factor support has been associated with
improved outcomes and/or better quality of life
among patients undergoing radiotherapy, chemo-
therapy,andchemoradiotherapy (Littlewood, 2001).
Randomized trials have proven the effectiveness
of colony stimulating factors such as GCSF in
the prevention and/or management of treatment-
related neutropenic complications and in the
maintenance of dose intensity (cf. Section 24.5) but
direct associations between their use and improve-
ments in response rate or survival have been more
elusive (Dale, 2002).

24.3.1 Therapeutic settings

For all malignancies, treatments can be divided into
those given with radical intent (i.e. with the
potential for cure) and those given with palliative
intent (i.e. to prolong life or reduce symptoms but
with no potential to cure). Testicular tumours,
lymphomas, leukaemias, and many solid tumours
of childhood all have high cure rates from tradi-
tional cytotoxic chemotherapy alone, even when
there is extensive disease. For certain types of
localized solid tumours (e.g. breast and colon can-
cers), traditional cytotoxics have also been proven
to increase the cure rate when administered
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immediately after potentially curative surgery.
However, these same cancers are incurable with
chemotherapy when in the metastatic setting. Why
micrometastatic and overt metastatic disease
should differ so much in their apparent chemo-
sensitivity is unclear, but some hypothetical rea-
sons are outlined in Table 24.1.
Treatment relating to localized or early disease

can be subdivided by its temporal relationship to
the surgery. Treatment that is given soon after
surgery, when there is no residual cancer detect-
able, to increase the chances of a cure is referred
to as adjuvant treatment (because it is considered
an adjunct to the surgery). Treatment that is
administered prior to surgery is referred to as
neo-adjuvant treatment. The aims of neo-adjuvant
chemotherapy include reducing the bulk of the
primary tumour (to make the surgery easier or
less mutilating, rendering inoperable tumours
operable and, just as with adjuvant chemother-
apy, the early treatment of micro-metastatic dis-
ease (see further)). Neoadjuvant treatment has
one major advantage over adjuvant treatment, in
that if the cancer is not responding to the drugs
then it may be detected and the drugs changed or
the chemotherapy abandoned. Adjuvant treat-
ment, on the other hand, is entirely directed
against micro-metastatic disease, which, by def-
inition, is undetectable. Therefore it is never
known at the time of adjuvant therapy whether
an individual patient is responding to the treat-
ment or not. Conversely, a disadvantage of
neoadjuvant treatment is that if complications of

treatment occur or, as above, if no response is
achieved then the definitive anticancer treatment
of surgery will have been delayed. Some patients
(and surgeons) also find it hard psychologically
postponing their surgery to undergo neoadjuvant
treatment.

For malignancies in which surgery does not play
a definitive therapeutic role, terms such as adjuvant
and neoadjuvant are inappropriate and a different
therapeutic terminology is required. For example,
leukaemias are often treated sequentially through
‘remission induction’ (analogous to neoadjuvant),
‘consolidation’ (analogous to adjuvant), and ‘main-
tenance’ chemotherapy (no real solid tumour
equivalent at present).

Classically, new cytotoxic drugs have been
introduced into clinical practice in a defined order,
being tested initially in advanced disease after all
other established treatments have failed. Adjuvant
or neoadjuvant treatment is usually studied only
after efficacy has been established in the advanced
disease setting first.

Traditional cytotoxics can also contribute to
radical treatments when given concurrently with
radiotherapy (‘chemoradiotherapy’) in either the
neoadjuvant setting (e.g. for down-staging rectal
carcinoma) or as definitive anticancer treatments in
their own right (e.g. for anal carcinoma). In these
situations the chemotherapy acts as a radio-
sensitizer enhancing the effects of the radiation on
both normal and malignant tissues. The drugs most
commonly used for this purpose are 5-FU, gemci-
tabine, and cisplatin. The mechanisms of radio-
sensitization have been investigated, but the
precise mechanisms of radiosensitization remain
unknown (Lawrence et al., 2003). In vitro, cells are
particularly resistant to radiotherapy when they are
in S phase, yet cell cycle arrest at G1 before S phase
prevents radiosensitization by both 5-FU and
gemcitabine, indicating that inducing increased
S phase radiosensitivity may be important.

Despite our increasing knowledge of mechan-
isms of drug sensitivity and resistance, a major
predictor of outcome from treatment remains the
‘fitness’ of the patient which is conventionally
recorded as the Performance Status (PS). This may
be because either low PS is a surrogate for poor
prognosis disease and/or it is harder to administer
therapeutic doses of cytotoxic to patients with a low
PS (Andreyev et al., 1998). The two most commonly
used methods of ranking PS are the ECOG and
Karnofsky systems (Table 24.2).

Table 24.1 Hypothetical reasons why overt metastatic disease
is less likely to be curable with traditional cytotoxics than
micrometastatic disease

1. Drug penetration into larger tumours may be poorer
2. Oxygen tension required for the activity of certain drugs

(e.g. anthracyclines) in larger tumours may be lower
3. Percentage of proliferating cells in cycle in larger tumours may be

lower
4. Patients with overt metastatic disease may have poorer

performance status and fail to tolerate standard chemotherapeutic
drug doses

5. Overt metastatic disease may be accompanied by obvious
(e.g. liver dysfunction due to tumour infiltration) or more subtle
(e.g. paraneoplastic) deleterious effects on drug pharmacokinetics

6. Larger tumours contain larger numbers of cells and, through the
accumulation of mutations, resistant clones are more likely to exist
(Goldie–Coldman hypothesis)
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24.3.2 Early and late side effects of cytotoxic
chemotherapy

Drug side-effects may reflect either the primary
antiproliferative action of the drug (e.g. myelo-
suppression with alkylating agents), some less well
understood but predictable toxicological effect (e.g.
palmar-plantar erythema with infusional 5-FU) or
they may be entirely idiosyncratic (e.g. radiation
recall dermatitis with anthracyclines). Side-effects
may occur ‘early’–within a few hours or days of the
initial administration of the chemotherapy, or
‘late’—weeks into treatment, or months, or even
years after treatment has finished (Table 24.3).
Early side-effects are common and usually tem-
porary (although they can occasionally be long-
lived—for example, platinum-induced peripheral
neurotoxicity). Late onset side-effects are relatively
rare, not least because of the generally short life-
span of many oncology patients, but if they occur
they are usually permanent and can be disabling.

In addition to dose adjustments and dose delays
many supportive measures exist to minimize either

the chances of developing, or the severity of side-
effects (Table 24.4). In general, using such mea-
sures, it should be possible for many patients to
experience a reasonable quality of life while on
treatment and relatively uncommon for treatment
to be curtailed due to unmanageable toxicity.

24.4 Traditional cytotoxic drug
discovery: from bench to bedside

The compound screening approaches that have
been used, until recently, to discover and develop

Table 24.2 Patient performance status scales

Karnofsky Performance Status
100 Normal, no complaints, no evidence

of disease
90 Able to carry on normal activity, minor signs, or

symptoms of disease
80 Normal activity with effort, some signs, or

symptoms of disease
70 Cares for self, unable to carry on normal

activity or to do work
60 Requires occasional assistance from others but able

to care for most needs
50 Requires considerable assistance from others,

frequent medical care
40 Disabled, requires special care and assistance
30 Severely disabled, hospitalization indicated;

death not imminent
20 Very sick, hospitalization necessary, active supportive

treatment necessary
10 Moribund
0 Dead

ECOG Performance Status
0 Asymptomatic
1 Symptomatic, fully ambulatory
2 Symptomatic, in bed < 50% of day
3 Symptomatic, in bed > 50% of day but not bedridden
4 Bedridden
5 Dead

Table 24.3 Examples of early- and late-side-effects of traditional
cytotoxic chemotherapy (and the class of drugs or specific drug
associated with each side-effect)

Early side-effects
Nausea (anthracyclines, cisplatin, alkylating agents)
Alopecia (anthracyclines, alkylating agents, taxanes)
Myelosuppression (anthracyclines, taxanes, alkylating agents)
Diarrhoea (5-FU, irinotecan)
Mucositis (5-FU, etoposide, methotrexate)
Peripheral neurotoxicity (cisplatin, taxanes)
Ototoxicity (cisplatin)
Nephrotoxicity (cisplatin)
Discolouration of urine (anthracyclines)

Late side-effects
Cardiotoxicity (anthracyclines)
Myelodysplasia/acute leukaemia (alkylating agents, etoposide)
Premature menopause (alkylating agents)
Infertility (alkylating agents)
Pulmonary fibrosis (bleomycin, mitomycin C)

Table 24.4 Examples of supportive measures to minimize
traditional cytotoxic chemotherapy side effects

Side effect Supportive measure

General
Nausea and vomiting Antiemetics (e.g. 5HT3

antagonists, corticosteroids)
Myelosuppression Haematological growth factors
Mucositis/gastritis/diarrhoea Mouth washes/proton pump

inhibitors/loperamide
Alopecia Scalp cooling

Specific
Haemorrhagic cystitis
(cyclophosphamide,
ifosfamide)

MESNA

Encephalopathy (ifosfamide) Methylene blue
Cardiotoxicity (anthracyclines) Dexrazoxane
Sterility (alkylating agents) Sperm banking, emergency IVF

with embryo freezing
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potential anticancer drugs have been successful in
identifying agents that are inherently cytotoxic.
Following optimization of a promising compound
preclinically, clinical drug trials are then under-
taken. With traditional cytotoxics this progresses
through three distinct phases (I, II, and III), to
produce evidence of tolerability and efficacy (both
absolute and comparative) sufficient to allow the
drug to be licensed for clinical use and marketed.
Post-licensing studies are also often performed and
these are referred to as phase IV trials.

24.4.1. Pre-clinical screens and drug
optimisation

Screening models to select anticancer agents for
evaluation in clinical trials have been developed
since the late 1940s (Goodman and Walsh, 2001). In
addition to private initiatives, national institutions,
for example the US National Cancer Institute (NCI),
have taken a leading role in setting up high
throughput screening systems. Compounds are
derived from academic or industrial research, from
developments in organic chemistry, isolates from
fermentation broths and cultures, or extracts of
higher order plants and animals.
In 1955, the NCI’s screen included just three

transplantable rodent malignancies: Sarcoma 180,
Carcinoma 755, and Leukaemia L1210. In 1975, a
pre-screen involving murine leukaemia P388 was
instituted and successful compounds then pro-
gressed to testing against human tumours grown
as xenografts in immunodeficient congenitally
athymic nude mice.
Assessments of anti-cancer activity in in vivo

models are usually based on assessing the volume
of a tumour over a given period of time following
implantation, with and without the screened
chemical. If the tumour is allowed to establish itself
first, before the animal is exposed to the screened
chemical, then tumour regression rather than
growth inhibition may also be assessed. The rea-
sons for a particular tumour model or line being
included or excluded from a screening programme
relate to their performance. For example, the rodent
tumours used in the initial plant screening pro-
gramme of the NCI—out of which came paclitaxel,
irinotecan, and topotecan—were very sensitive to
tannins and had to be substituted because of
unacceptably high false positive rates (Goodman
and Walsh, 2001).

The latest NCI screening programme consists of
an initial in vitro human tumour cell line assay
comprising up to 60 different cell types (Johnson
et al., 2001). In this assay, cells are fixed after
incubation with or without drug and then stained
with Sulforhodamine B (a protein-binding dye).
The dye is solubilized and read spectrophoto-
metrically to reveal relative cell growth or viability.
After success in the cell line assay an intermediate
screen of tissue culture cells grown in hollow fibres
in mouse peritoneal or subcutaneous spaces takes
place before compounds are finally tried on a panel
of xenografts.

Although such screening programmes have been
vital in identifying clinically useful anticancer
agents, it is important to remember that malignant
cells grown in vitro or as xenografts become selec-
ted for and/or induced to develop various cellular
characteristics that may not have been present in
the original tumour. As such, the responses of
established cell lines and xenografts to any screened
chemical can differ significantly from those of
cancers in clinical situations (Johnson et al., 2001).

Following the identification of a compound of
interest in the in vitro and in vivo screens, consider-
able further work is required before a new chemical
entity can be administered to humans. Synthetic
chemistry is required to investigate minor modifica-
tions in structure thatmay enhance activity or patent
life (a strong commercial position is often required to
justify the huge costs associatedwith drug discovery
and development). Physicochemical analyses are
also required to assess whether the chemical entity
will be ‘druggable’ (i.e. whether it will be stable,
whether it will be soluble under physiological con-
ditions, etc). Synthetic routes suitable for large-scale
commercial synthesis of the compound rather than
simply for the small quantities needed for laboratory
workmust also be developed. Pharmacokinetic (PK)
studies are required using different routes of
administration (intravenous or oral, for example) to
determine each compound’s absorption (for oral
preparations), distribution, metabolism, and excre-
tion. These PK studies have a significant impact on
the compound selected and on the route and
scheduling of administration chosen for subsequent
clinical trials. The determination of routes of excre-
tion alsohelps to guidewhether thedrugwill have to
be given with particular care in those with liver or
kidney dysfunction.

The cytotoxic nature of many of the drugs
discovered to date means that the most effective

406 C E L L U LAR AND MOL ECU L AR B I O LOGY O F CANCER



clinical dose is often close to the dose that is toler-
able due to normal tissue toxicity (referred to as a
narrow therapeutic margin). Therefore one tenet of
cytotoxic drug development has been to determine
the maximum tolerated dose (MTD) in animals. In
rodents the MTD for cytotoxic drug development is
usually considered to be the LD10—the dose, for
any given route/schedule of administration, at
which 10% of the animals die. In non-rodent tox-
icology studies of cytotoxic agents, lethality studies
are not usually undertaken to determine an LD10

and therefore the definition of the MTD is more
subjective. At present, in the United Kingdom, non-
rodent studies are not necessary to obtain reg-
ulatory approval for early clinical trials with novel
cytotoxic agents. In addition to providing an
approximation of the dose that will be the MTD in
human studies, detailed toxicological studies also
act as a guide to the specific toxicities that may be
expected in man (allowing decisions to be made as
to whether these would or would not be accept-
able). Highly specialized toxicology studies pro-
viding information on particular issues that cannot
be confirmed in human trials, such as teratogenicity
and the drug’s effects on fertility are also per-
formed. Positive ‘signals’ in either of these would
not necessarily preclude the development of a
cytotoxic agent in cancer patients, but the informa-
tion is useful in determining the full implications
of treating humans with the drug.

If a chemical entity does manage to get over all of
the ‘hurdles’ of pre-clinical development, it may
then proceed to being developed as a potential
therapy in human clinical drug trials.

24.4.2 Phase I: ‘First in man’ (safety and
tolerability)

Having established the toxicities for a promising
compound’s given route and schedule of adminis-
tration in animals, one-tenth of the rodent equi-
valent LD10, appropriately scaled between species,
is most commonly used as the starting dose for
human trials (Eisenhauer et al., 2000). Scaling dose
from animals to man (allometric scaling) tends to
be done on the basis of body surface area (BSA),
that is dosage per square metre, as this correlates
with differences between species in basal metabolic
rate, blood volume and glomerular filtration rate
(GFR) better than body weight (Gurney, 1996).

In a phase I study the goal is to characterize the
safety and tolerability of the new compound and

establish the MTD for man. Phase I studies of
non-oncology drugs are often performed in healthy
volunteers, but the highly toxic, sometimes geno-
toxic, nature of traditional cytotoxics means that
all human trials of these drugs, including phase I
studies, are usually only performed in cancer
patients.
Classically, cohorts of three patients receive

multiple courses of the new drug with regular
toxicological and PK assessments. After a defined
period of time on treatment, provided the toxicities
experienced by the last cohort were acceptable, a
new cohort is recruited and treated at the next
highest dose. Toxicities are recorded according to
a defined grading system developed by the NCI
called the Common Toxicity Criteria, or from
March 2003 the Common Terminology Criteria
for Adverse Events (CTC). Using these criteria
(http://ctep.cancer.gov) toxicities can be graded
formally as 0, 1, 2, 3, or 4 (roughly corresponding to
absent, mild, moderate, severe or life-threatening,
respectively).
As the MTD is neared additional patients are

recruited into the cohorts to further characterize the
dose levels. The human MTD is taken as the dose at
which a third or more of patients in a dose cohort
(usually 2 out of 6) develop pre-defined ‘dose
limiting’ toxicities (DLTs)—often taken as any
grade 3 non-haematological toxicity or grade 4
haematological toxicity (severe myelosuppression
that either lasts for more than 5 days or is asso-
ciated with complications such as infection). The
acceptance of more severe haematological than
non-haematological toxicities is because haemato-
logical toxicities are seen with many traditional
cytotoxics and considered manageable using
modern supportive techniques. In addition, in
certain situations, the absence of haematological
toxicity may be associated with underdosing of
cytotoxic drugs (cf. Section 24.5).
Having identified the MTD, the dose level

immediately below is nominated as the recom-
mended dose to take through to the phase II stud-
ies. The number of patients required for a phase I
study cannot be accurately predicted in advance,
but usually about 20–30 patients are involved.
The methods used for dose escalation between

cohorts in a phase I study are evolving. Classically,
the commonest method has been the so-called
modified Fibonacci approach, loosely based on a
historical mathematical sequence of gradually
reducing fractional changes. This approach allows
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large dose escalations at the beginning of a trial but
more caution at higher doses when the anticipated
MTD is being approached and toxicities are
appearing. This rigid approach does mean that
many patients will be treated at dose levels that
are sub-therapeutic, particularly if the predicted
human MTD based on preclinical animal data is
inappropriately low. Newer rapid dose escalation
models with only single patients at the lowest
doses, with or without continual reassessment
methods such as those based around Bayesian
statistics to ‘fine tune’ the dose levels from the
observed toxicity or pharmacokinetic data are
therefore becoming popular.
Entry criteria for Phase I trials usually demand a

reasonable level of fitness from the patients and all
tumour types are eligible, as safety and tolerability
rather than efficacy are the primary endpoints. It is
important that patients are counselled as to these
end-points and do not assume that they are
receiving drug treatment in a schedule or at doses
associated with optimal anticancer activity. In light
of the resulting low chance of an individual
responding in a phase-I study, patients recruited
into these studies have usually exhausted all other
conventional therapies for their disease.

24.4.3 Assessing efficacy in clinical trials

Clinical trials in oncology have strict criteria for
assessing anticancer efficacy to allow decisions to
be made about the development of a particular
drug or drug combination. Separate groups of
endpoints apply to clinical trials performed in the
adjuvant, neoadjuvant, and advanced disease set-
tings. In clinical trials, as cancer is a life-shortening
disease, the standards for assessing efficacy relate
to survival. In the advanced disease setting, abso-
lute survival is considered the most important and
is usually expressed as the median survival time,
assessed using Kaplan/Meier statistics. In the
adjuvant and neoadjuvant settings, absolute sur-
vival may also be chosen as the most important
endpoint but it is often quoted as the proportion of
patients alive at a fixed time point that depends on
the natural history of the disease—that is, the
timepoint beyond which relapse and death is con-
sidered unlikely—for example, 3 years for small-
cell lung cancer or 5 years for colorectal cancer.
Cancer free survival (also referred to as disease
free survival) is another common endpoint that is
assessable at an earlier time point than absolute

survival—important when survival with metastatic
disease may be prolonged due to the nature of the
underlying disease (e.g. in breast cancer) or due
to the impact of any subsequent ‘salvage’
chemotherapies.

Objective response rate (ORR) is a surrogate
marker of efficacy that is commonly used in both
the advanced disease and in the neoadjuvant trial
setting. Using clinical or radiological measure-
ments of tumour size before and after treatment
any given change can be categorized into a com-
plete response (CR), a partial response (PR), stable
disease (SD), or progressive disease (PD). The ORR
of a treatment is conventionally taken as the per-
centage of patients who achieve either a complete
or a partial response, defined using either the WHO
or RECIST (response evaluation criteria for solid
tumours) schemes (Table 24.5).

Outwith clinical trials, since much of the treat-
ment of patients with advanced cancer is palliative,
disease stabilization, especially if it is associated
with a meaningful reduction in symptoms is
usually thought of as sufficient to consider the
therapy successful. The details of how chemother-
apy impacts on, for example, the paraneoplastic

Table 24.5 Criteria for evaluating tumour responses

WHO (1979)—Evaluation of target lesions based on product of
perpendicular dimensions (cross-sectional area) of each lesion

Complete Response (CR): Disappearance of all target lesions
Partial Response (PR): At least a 50% decrease in the product of
the longest perpendicular dimensions of target lesions,taking as
reference the baseline product
Progressive Disease (PD): At least a 25% increase in the
product of the longest perpendicular dimensions of target lesions,
taking as reference the baseline product, or the appearance of
one or more new lesions
Stable Disease (SD): Neither sufficient shrinkage to qualify for
PR nor sufficient increase to qualify for PD, taking as reference
the baseline product

RECIST (2000)—Evaluation of target lesions based on sum of longest
dimensions (LD) of separate lesions

Complete Response (CR): Disappearance of all target lesions
Partial Response (PR): At least a 30% decrease in the sum of
the LD of target lesions, taking as reference the baseline sum LD
Progressive Disease (PD): At least a 20% increase in the sum of
the LD of target lesions, taking as reference the smallest sum LD
recorded since the treatment started, or the appearance of one
or more new lesions
Stable Disease (SD): Neither sufficient shrinkage to qualify for PR
nor sufficient increase to qualify for PD, taking as reference the
smallest sum LD since the treatment started
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cytokine environment, to explain improvements in
quality of lifewhen there is no tumour shrinkage are
unknown. However, quality of life, formally asses-
sed using structured general and disease specific
questionnaires, is becoming increasingly recog-
nised as a valuable trial endpoint in its own right.

24.4.4 Phase II (absolute efficacy)

In a phase II study the efficacy of the drug is
assessed in patients at the recommended dose
established in the phase I study. A single tumour
type in the advanced setting is chosen for each
study and many phase II studies may be under-
taken for any given new agent. Traditional phase II
cytotoxic studies are not controlled, whereas pla-
cebo controls are almost universal in the phase II
studies of non-oncology drugs.

Dose adjustments in phase II are allowed—both
dose reductions and, increasingly, dose escalations
(based on the absence of toxicity)—to ensure that
patients are treated close to their ‘individual’ MTD.
Efficacy in phase IIs is largely assessed by the ORR
(Table 24.5), often via a 2 stage approach (Simon 2
stage design): X patients are treated initially with a
further Y patients being treated providing a
response is seen in the first stage. If a certain total
number of responders are seen when accrual is
complete, the values of X and Y aim to minimise the
number of patients required to assign activity to a
drug at a minimum specified ORR (e.g. 20%) and a
given statistical probability of this assessment being
correct (e.g. p< 0.05). Randomized phase IIs or so-
called phase IIb studies investigating different
doses, schedules, or combinations of treatment in
larger numbers of patients with less stringent stat-
istical criteria than in traditional phase III trials may
also be undertaken. These may be stand-alone
studies that inform subsequent phase III studies
or, if designed properly, when preliminary find-
ings are favourable, phase IIb studies may be
extended directly into phase III studies by recruiting
sufficient patients to allow more robust statistical
comparisons.

24.4.5 Phase III (comparative efficacy)

Phase III studies compare the efficacy of new drugs
with established standard therapies in patients
with the same tumour type and stage of disease.
Therapy in either the advanced disease or adjuvant
setting may be assessed. Treatments are assigned

randomly and large numbers of patients may be
required to detect small differences in outcome
with robust statistical significance (e.g. at p values
of < 0.05, or less if multiple comparisons are
involved).

24.5 Getting the dose and
schedule right

For most cancer therapeutics, the narrow thera-
peutic margin between efficacy and toxicity has led
to the desire to administer doses that are ‘indivi-
dualized’ and, historically, the patient’s BSA has
been used for this purpose. However, for the
majority of cytotoxic drugs the evidence support-
ing this clinical practice is debatable (Gurney, 1996)
as there is often poor correlation between BSA-
based dosing and the plasma concentration profiles
achieved. Reasons for this include inherited and
induced inter- and intra-patient variation in drug-
specific metabolizing enzymes and transporters
(Innocenti and Ratain, 2002), and variations in the
patients’ body composition in terms of fat, muscle,
or oedema. Therapeutic drug monitoring, invol-
ving increasing or decreasing the amount of drug
given to an individual, based on repeated blood
sampling, to achieve target plasma concentrations
is an alternative method of dosing. However, due
to the complexities of sample collection and ana-
lysis associated with its implementation, it has not
been adopted widely, except in the monitoring of
methotrexate concentrations after high-dose ther-
apy to guide folinic acid rescue. Dose calculation
methods are used based on clearance estimates
from a physiological variable, but only for one
drug—carboplatin. Carboplatin is almost entirely
cleared as the parent compound by glomerular fil-
tration with minimal tubular excretion or absorp-
tion. A simple formula (the Calvert equation) exists
for predicting the dose of carboplatin required to
produce a given area under the time-concentration
curve (AUC) from the patient’s GFR: Dose in
mg¼AUC (GFRþ 25).
However they are derived, using plasma expo-

sures to guide dosing is only ever useful if there is a
clear relationship between the PK profile of the
drug and its toxicity (effect on normal tissue) and/
or efficacy (effect on tumour). Plasma concentra-
tions are a surrogate for drug concentration in the
tumour and concentrations of drug within the
particular tissues may be more relevant. Techni-
ques such as microdialysis and Positron Emission

CHEMOTH ERAP Y 409



Tomography (PET) scanning using customized
radio-isotopes have been used for this purpose, but
it is unlikely that such techniques could ever be
applied to routine clinical practice.
Given the marked genetic heterogeneity of

tumour as opposed to normal tissues, it is not
surprising that positive PK correlations are more
frequently noted for toxicity than for efficacy
(Gurney, 1996). The PK parameter that has been
shown to correlate most commonly with anti-
proliferative toxicity, that is, myelosuppression, is
the AUC. In contrast, for certain toxicities, such as
the cardiomyopathy associated with anthracycline
use, the total cumulative dose and Cmax are more
relevant (Keefe, 2001).
In future, specific inherited predispositions

relating to pharmacokinetic and pharmacodynamic
variability may be screened for in advance. For
example, phenotypic inactivity in thiopurine
methyltransferase (TPMT) was found to be present
in 71% of acute lymphoblastic leukaemia patients
with bone marrow intolerance to 6-mercaptopurine
(Innocenti and Ratain, 2002). 6-mercaptopurine
doses are now modified on the basis of TPMT
genotype on a routine basis at certain centres.
In contrast, DPD—the major 5-FU metabolizing
enzyme—is completely or partially deficient in
0.1% and 3–5%, of patients, respectively, yet a
normal DPD phenotype is present in from 33—66%
of cases of severe 5-FU toxicity (Innocenti and
Ratain, 2002), indicating that the basis of toxicity
variation for many chemotherapy drugs may be
multi-factorial.
When PK-efficacy correlations have been noted

for certain drugs they have generally been in highly
chemosensitive malignancies, such as with metho-
trexate in acute lymphoblastic leukaemia (Gurney,
1996; Evans et al., 1998).
Dose-tailoring using a toxicity endpoint such as

myelosuppression as a surrogate for efficacy,
escalating drug doses to achieve particular depths
or durations of haematological nadirs, has been
advocated for a number of different malignancies
and cytotoxic drugs largely based on retrospective
correlations between nadir counts and response
rates (Gurney, 1996). This practice cannot be
applied easily to the use of drugs in combination
and it rests on the assumption that the dose–
response curves for bone marrow and tumour are
similar, which may or may not be true depending
on the drug and tumour involved. However, the
principle of avoiding underdosing should be taken

as just as important as that of avoiding overdosing
in optimal anticancer treatment.

Different parameters of dosing have been
described in an attempt to define the most effect-
ive method of delivering cytotoxic drugs over
multiple cycles of treatment. These relate to the
size of each individual dose, the total or cumulative
dose administered, the dose intensity (cumulative
dose � treatment duration), and the frequency
of individual dosing events (dose density)
(Figure 24.3).

With regard to dose, certain drugs show log-
linear dose–response curves in vitro over a wide
range of concentrations (e.g. melphalan), while
others show responses that plateau after relatively
small concentration increments (e.g. paclitaxel).
These differences would suggest that some cyto-
toxics may produce greater anticancer effects
when given to patients at higher doses (provided
that the patients could be supported through the
toxicities of the procedure), while other drugs,
which are already at the ceiling of their activity,
will show very little change in efficacy with dose
escalation.

In ‘high dose’ chemotherapy regimes, using
drugs such as melphalan, the normal bone marrow
function is completely ablated and transplantation
using either autologous peripheral blood stem cells
or bone marrow, is required to ‘rescue’ the patients.
While some improvements in outcome have been
shown for haematological malignancies such as
multiple myeloma or non-Hodgkin’s lymphoma,
there remains no proven benefit of such extremes of
dose escalation in comparison to standard dose
regimes, for the majority of solid tumours tested so
far, including breast and small cell lung cancer
(Tjan-Heijen et al., 2002).

Dose intensity, in contrast to dose escalation, is
measured in dose/unit time (e.g. mgm� 2 week� 1),

Dose per cycle

Number of cycles

Cumulative dose
(dose escalation)

Interval between cycles
(dose acceleration)

Duration of treatment

Dose
density

Dose
intensity

×

×

÷

Figure 24.3 Parameter relationships relevant to dose and schedule
of chemotherapy drugs with multiple cycles of treatment. Of note,
increases in dose intensity may be achieved by either dose escalation
and/or dose acceleration.

410 C E L L U LAR AND MOL ECU L AR B I O LOGY O F CANCER



recognizing that, in addition to the effect of dose per
se, gaps between doses may allow tumour repopu-
lation, reducing treatment efficacy. Clinically,
increasing thedose intensity of various solid tumour
regimes with growth factor support has been
investigated, but convincing evidence of improve-
ments in outcome is minimal, indicating that we
may already be close to the optimal dose intensity
for many regimes (Tjan-Heijen et al., 2002; Savarese
et al., 1997).

Dose density has been suggested recently as an
additional therapeutic concept to address the
importance of dosing frequency, partly because of
the increasing awareness of the higher fraction
of cells cycling in experimental than in clinical
tumours. As such, each chemotherapy dose may
be killing a far greater percentage of cells in
the experimental system than the equivalent
single dose in a slower growing human tumour.
Therefore more frequent dosing than convention-
ally used in human anticancer regimes (dose
acceleration) may be preferential.

For a single chemotherapy drug, one extreme of
increasing the dose density is to deliver the drug by
continuous infusion (aaaaaa versus A..A..). This is
particularly relevant for phase specific drugs
ensuring exposure to cells at the relevant stage of
the cell cycle. The impact of such scheduling
changes on the pharmacological action of 5-FU has
already been discussed. Etoposide is another phase
specific drug and its efficacy in small cell lung
cancer has clearly been shown to be better with
lower doses given by repeated dosing compared to
a single large dose (Joel et al., 1994).

Chronomodulation is a particular continuous
infusion technique that uses variable rate pumps
(aaAAaa versus aaaaaa) in an attempt to exploit the
different circadian rhythms in normal and malig-
nant cells of target (e.g. DNA synthesis) and
metabolizing enzyme activities (e.g DPD for 5-FU)
to minimize chemotherapeutic toxicity and max-
imize efficacy (Levi et al., 1997).

The optimal treatment duration (‘number of
cycles’) is likely to vary between tumour types,
between different drug combinations and in dif-
ferent therapeutic settings. For example, there is
considerable debate in the advanced disease setting
over whether a pre-defined number of cycles
should be given, or whether treatment should
continue until disease progression. In favour of a
defined number of cycles is the avoidance of
cumulative toxicities of treatment and the fact that

as the maximum response may be achieved after a
defined number of cycles only a priori resistant
clones are being exposed to further therapy. In
contrast, treatment until progression may be
maintaining control over any surviving sensitive
clones. Neither argument is well proven. In prac-
tice, 4–8 cycles, with assessments of benefit after
every 6–12 weeks tends to be standard practice in
the United Kingdom, but in Europe and the United
States more prolonged treatment is usual.
Combinations of cytotoxic drugs with non-

overlapping mechanisms of action (to limit the
effects of drug resistance) and toxicity are often
used in oncology. Within a single cycle, drugs may
be given in a particular order. One mechanistic
reason for a preferred sequence of administration
within a cycle relates to the phase-specificity of
certain drugs (Table 24.6). For example, paclitaxel
stabilizes microtubule assembly and is most active
during the M phase of the cell cycle. Cisplatin is
non-phase specific (being able to form adducts in
all phases of the cell cycle), but produces cell cycle
arrest at the G2/M checkpoint. If cisplatin is given
before paclitaxel in experimental models there is
antagonism of anticancer efficacy, but not if it is
given after paclitaxel (Shah and Schwartz, 2001).
When different drugs are being used in different

cycles of treatment a range of sequencing options
are available. Myelosuppressive and non-
myelosuppressive drugs may be alternated to
allow greater bone marrow tolerability. Altern-
atively, blocks of treatment involving several
cycles of the same drug followed by several cycles
of a different drug may be used. For example, in a
trial of adjuvant treatment for breast cancer, where
A represented doxorubicin and B represented a
double cycle of CMF (cyclophosphamide, metho-
trexate and 5-FU), the intercycle sequence of

Table 24.6 Non Phase-specific and Phase-specific Cytotoxic
Drugs

Non phase-specific Phase-specific

Platinum compounds Taxanes (M phase)
Alkylating agents, for example,
cyclophosphamide

Vinca alkaloids (M phase)

Anthracyclines (as multiple
actions in addition to
topoisomerase II inhibition)

Topoisomerase I inhibitors, for
example, irinotecan (S phase)
Etoposide (S phase)
Nucleoside analogues, for
example, gemcitabine (S phase)
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AAABBB was found to be significantly more
effective than the sequence ABABAB with 10 year
survival rates of 58% versus 44%, respectively
(Bonadonna et al., 1995). The theoretical reasons for
this relate to tumours being heterogeneous popu-
lations of cells. When the sequencing is AAABBB,
cells sensitive to drug A, but resistant to drug B do
not have time to regrow between the first three
cycles and are reduced to a level when absolute cell
kill may be achieved. Cells sensitive to drug B, but
resistant to drug A will have continued to increase
in number during this period of time but when the
three cycles of B are given, the same reduction in
these cells should happen and absolute cell kill still
be achieved. In contrast, when the sequencing is
ABABAB each sensitive population of cells is
exposed to only half the dose intensity, allowing
repopulation, such that the levels necessary for
absolute cell kill are never achieved.

24.6 The future: new targets,
new drugs, and new approaches

In the post-genomics era, anticancer drug discov-
ery, development, and administration are chan-
ging. Advances in the understanding of cancer
biology have led to the identification of many novel
drug targets. Pharmaceuticals are now screened
against these targets rather than looking for crude
cell turnover or tumour growth delay effects
straight away. Such highly targeted approaches
have significant implications regarding the alloca-
tion of treatments to patients. For example, if it is
shown that the presence of a given target correlates
with drug activity or the absence of the target
implies resistance then pretreatment diagnostic
tests may need to be developed hand in hand with
each new drug.
Many of the targets being considered reflect

deregulated control of cell growth and division.
Re-establishment of control of these processes with
drugs such as signal transduction inhibitors may
be associated with far fewer side-effects than tra-
ditional cytotoxics (although non-specific and
idiosyncratic side-effects may still occur). There-
fore, it is likely that optimal effects will be
achieved at doses lower than the MTD. There are
several consequences of this. First, in drug devel-
opment a readout of effect that changes in samples
taken from the subject pre- and post-drug (e.g. in

blood or tissue biopsies)—a pharmacodynamic
biomarker—may be required for each new drug to
determine the biologically effective dose. Second,
the starting dose in man may become based on
allometric scaling using lower animal toxicological
endpoints such as the No Observable Adverse
Effect Level rather than the MTD. Third, well tol-
erated, non-genotoxic agents may allow early
clinical trial work to be performed in healthy
volunteers rather than in patients, speeding up the
drug development process considerably. Fourth,
as many of the new drugs are orally bioavailable,
in addition to having low toxicity, more prolonged
treatment regimens than with traditional cytotoxic
agents may become possible (especially in the
adjuvant setting). As such, a shift of emphasis
in safety assessments from acute to chronic side-
effects will become necessary. Finally, if pre-
clinical models suggest that early disease is the
most sensitive cancer stage for any of these novel
therapies (as is becoming clear), trials in the
adjuvant setting may become acceptable immedi-
ately after proof of low toxicity and high toler-
ability in phase I studies, that is, without the
need to show efficacy in the advanced disease
setting first.

Although some of the newer targets being
developed for anticancer therapy are associated
with cancer cell survival, and interference with
these targets should therefore cause cell death and
tumour shrinkage, it is anticipated that many of the
newer targeted therapies will primarily be cyto-
static. As such, tumour response may be an inap-
propriate endpoint for clinical development
decisions with these drugs. More relevant clinical
endpoints in the future may therefore become dis-
ease stabilization and/or changes in the biology of
tumours detected using modalities such as PET
scanning or through tissue or blood derived bio-
markers. However, all of these potential endpoints
will have to be validated prospectively against the
‘hard’ endpoints of survival or quality of life at
some point if they are ever to be considered true
surrogates.

How all these new agents will be combined with
traditional cytotoxics and with other anticancer
modalities, such as hormonal agents and radio-
therapy, will also have to be investigated, but many
of the basic principles learned from traditional
cytotoxics will undoubtedly inform the develop-
ment of these novel agents in the future.
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25.1 Radiotherapy

Radiotherapy is the use of ionizing radiation (IR) to
treat malignant diseases, by damaging and killing
tumour cells, for tumour cure or palliation of
symptoms. Radiotherapy may also be used in cer-
tain benign conditions such as keloid scars, hyper-
ostotic new bone formation, and hyperthyroidism.
Treatment with radiotherapy has different aims

in different clinical situations. Radical radiotherapy,
as in head and neck cancer or bladder cancer,
involves using radiotherapy to cure the tumour. It
may be combined with chemotherapy before, dur-
ing, or after radiotherapy as in lymphoma, rectal
cancer, and anal cancer. Adjuvant radiotherapy, for
example, following surgery in breast cancer or soft
tissue sarcoma, is given to eradicate residual
microscopic disease usually at a slightly lower than
radical dose. Palliative radiotherapy is administered
in short courses with lower doses, for example,
for bone metastases to treat pain or spinal cord

compression, to shrink tumour masses or relieve
symptoms such as bleeding.

Radiotherapy is a local treatment aiming to
achieve local control or cure of locally confined
tumours. Radiotherapy may impact on metastases-
free survival due to increased local control but it
cannot treat micrometastatic disease already pres-
ent elsewhere in the body.

Radiotherapy may be administered as external
beam radiotherapy with X-rays or gamma rays, in
sealed radioactive sources (e.g. prostate brachy-
therapy), or unsealed sources (e.g. orally adminis-
tered radioiodine for thyroid cancer or
thyrotoxicosis, intravenous strontium-89 for bone
metastases from prostate or breast cancer). In
external beamradiotherapy, theX-ray or gamma ray
beams are targeted at the tumour to damage and kill
the tumour cells. Inevitably, surroundingnormal tis-
sues are also affected resulting in the early and late
sideeffectsofradiotherapy. Inmodernradiotherapy,
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the X-ray beams are ‘accelerated’ to megavoltage
levels by a linear accelerator (Figure 25.1) to allow
deeper penetration into the tissues with relative
sparing of skin and superficial tissues, thus min-
imizing side effects at these sites. Where the skin
surface or subcutaneous tissue dose needs to be
higher thanthedosedeeperwithinthebody(e.g.skin
tumours) conventional (orthovoltage) X-rays or
electrons are used (Figure 25.2).

A rim of normal tissue (margin) must also be
treated with the tumour for a number of reasons.
First, there may be areas around the gross tumour
volume (GTV), as seen on diagnostic imaging such
as CT scanning, containing microscopic deposits of
disease which need to be included in the treatment
volume, so part of the margin is added to take this
into account (clinical target volume, CTV). Second,
the patient may not be set up exactly in the same
position each day and the tumour itself may move
within the patient (e.g. the prostate gland may
move due to rectal filling with gas and faeces).
Hence the precise location of the tumour relative to
the X-ray beam may alter on a daily basis. There-
fore a margin is added for error in set-up, which is

combined with the CTV to form the planning target
volume (PTV) (Figure 25.3).
The process of planning radical radiotherapy

involves imaging the patient, usually by CT scan-
ning, and making several small permanent refer-
ence marks called tattoos on the patient. Using this
information the GTV, CTV, and PTV are defined
and the treatment is planned by physicists/dosi-
metrists using a number of X-ray beams. These are
chosen to encompass the PTV with at least 95% of
the dose, avoiding unnecessary areas of overdose
and considering the normal structures included in
the X-ray beams to minimize normal tissue toxicity.
The beam data is then transferred to the linear
accelerator and extrapolated to the patient with
reference to the tattoos.
The patient is then treated usually once a day,

5 days per week for 4–7 weeks, to a dose pre-
determined by the radiotherapist. Dose is deter-
mined from past experience of tumour curability
and normal tissue tolerance. It has long
been observed that tumours vary in their radio-
sensitivity. Therefore lymphomas which are very
radiosensitive require relatively low doses for cure,

Figure 25.1 A linear accelerator.
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while sarcomas are relatively radioresistant and
require larger doses. Some normal tissues, such
as the salivary glands, are extremely sensitive to
radiation due to apoptosis of serous cells, while
muscle is relatively radioresistant.
Following radiotherapy tumours do not shrink

immediately but do so over weeks or months. The
inclusion of normal tissues in the treatment beam
inevitably results in side effects which depend on
the site treated and the patient’s normal tissue
sensitivity. Early side effects, one or two months
following radiotherapy, are due to cell death in fast
turnover cells such as those of the skin, gut, and
bone marrow. These include skin reddening, sore-
ness, and even ulceration, diarrhoea, and anaemia if
sufficient bone marrow is irradiated. Late side
effects, occurring more than 6–9 months following
treatment, are due to damage and cell death in slow
turnover tissues, such as subcutaneous tissues,
nerves, muscle, and blood vessels, disruption of
blood supply and inflammatory reactions mediated
by cytokine release. These effects include fibrosis,
telangiectasia, cataract formation, organ atrophy,
sterility, and also cancers due to DNA mutations.

25.2 Classical radiobiology

Classical radiobiology is the science of the action of
IR on living things. The field has developed from
empirical observations to encompass in vitro and

in vivo experimental studies of radiation effects
using tissue culture methods, transplantable solid
tumours in animal models, and xenografts of
human tumours. It is largely a descriptive science,
which frequently uses mathematical models, but
does not provide mechanistic information on radi-
ation effects (see Steel, 2002). However, it has
allowed the optimization of radiation treatments
such as altered fractionation schedules. Only more
recently has work been undertaken to understand
IR actions at the molecular level.

25.2.1 Clonogenic cell survival

IR damages cells, particularly their DNA, which if
not repaired adequately may result in cell death.
Although some specialized cells die through a
process known as apoptosis, most cells die a mitotic
(clonogenic) cell death, whereby the cell continues
to metabolize nutrients but cannot reproduce itself
and ultimately dies. This prevents transmission of
damage to future generations of cells.

Experimentally, in the ‘clonogenic assay’, single
cells are irradiated to doses around 1–10 Gy (a gray
is the SI unit of absorbed dose of radiation) and
then plated onto dishes, along with a control dish of
unirradiated cells, and incubated in growth
medium at 37�C for 1–3 weeks. The cells are then
stained and the number of ‘colonies’ of more than
50 cells are counted andexpressedas a fraction of the

Figure 25.3 Cross-sectional image of a 4-field pro-
state plan. Inner (white) ring represents the GTV, and
outer (grey) ring represents PTV, surrounded by white
and black isodose lines (95% isodose line is inner-
most).
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number of colonies on the control dish. Colonies
are cells which have replicated from an individual
cell, that is such cells have not undergone repro-
ductive cell death. The data are plotted on a semi-
logarithmic cell survival curve (Figure 25.4). More
radiosensitive cell populations have lower propor-
tions of surviving cells for each dose point. Using
this assay, cells from the clinically highly radio-
sensitive ataxia–telangiectasia patients were found
to be abnormally radiosensitive, as were cells from
patients with other radiosensitive syndromes (e.g.
Nijmegen breakage syndrome and ligase IV defi-
ciency). Variation in cellular radiosensitivity has
also been shown among normal individuals but the
assay is not sufficiently robust to predict clinical
radiosensitivity accurately enough to individualize
treatment.

25.2.2 The therapeutic ratio

The greater the radiation dose the greater the
proportion of patients achieving a given level of
tumour control. This may be represented as a sig-
moid dose–response curve of dose versus tumour
control probability. The dose–response curve for

late effects in normal tissues lies to the right, so for
each dose there is a higher probability of tumour
control than severe late effects (Figure 25.5). To
eliminate the chance of severe late effects com-
pletely, a dose would have to be chosen with a very
low tumour control probability. As uncontrolled
tumour usually results in death, this situation is
clearly unacceptable. Higher doses result in higher
incidences of severe late effects, but increased
probability of local tumour control. A 5% signific-
ant late morbidity rate is usually considered
acceptable and the dose set accordingly. This dose
is therefore limited by those patients who manifest
severe late effects.
The distance between the tumour control and

severe late effects probability curves may be
increased, thus increasing the ‘therapeutic ratio’,
by altering various conventional radiotherapy
parameters, such as the treatment volume, fractiona-
tion schedule, and beam quality (see Steel, 2002 for
more details). Also, if the 10% most radiosensitive
patients could be identified and excluded from
receiving conventional treatment, at doses where
only radiosensitive patients experience late effects,
no such effects would occur and the therapeutic
ratio would increase.

25.2.3 Additional tumour-related factors

Additional specific tumour-related factors exist
over those relating to normal tissue radiation
responses. Tumour cells, like normal tissues, vary
in their intrinsic cellular radiosensitivity. A study
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of the clonogenic assay in human tumours (Fertil
and Malaise, 1985) found evidence of a correlation
between surviving fraction after 2 Gy (SF2) and
clinical response. Lower SF2s were found in clinic-
allysensitivetumours, suchas lymphoma,myeloma,
and neuroblastoma, compared with higher than
average SF2s in radioresistant tumours such as
melanoma, osteosarcoma, glioblastoma, and renal
carcinoma.
Oxygen is also an important factor in tumour

radiation response. Tumours usually develop their
own blood supply but they often grow more
quickly than the rate of new vessel formation,
resulting in hypoxic areas where cells may be
viable for some time before dying of necrosis.
Alternatively, previously hypoxic cells may
become oxic on the death of other cells and can then
resume cell division. Oxygen is a radiation sensit-
izer. Cells irradiated with X-rays in the absence of
oxygen need three times the dose of radiation for a
given level of cell killing compared to cells irra-
diated in the presence of oxygen. Therefore hypoxic
cells are more radioresistant than oxic cells. Most of
the cells surviving a fraction of radiotherapy will be
hypoxic but these become reoxygenated as the
radiotherapy course proceeds and the hypoxic
fraction falls to near its starting value.

25.2.4 Improving the therapeutic ratio

One of the aims of classical radiobiology has been to
identify treatment regimens which either reduce
normal tissue toxicity for a given tumour control
rate or increase the tumour control rate for a given
level of normal tissue toxicity, thus increasing the
therapeutic ratio. Temporal or physical factors may
be modified as in altered fractionation schedules
(including gaps in treatment, which are detrimental
to local control), alterations to the dose rate, or the
use of high linear energy transfer (LET) radiation.
Alternatively, biological or chemical factors may be
used, such as hypoxic cell sensitizers or chemo-
therapy used concurrently with radiotherapy.
Compared with a single dose of radiation,

fractionation increases the therapeutic ratio by
sparing normal tissues through sublethal damage
repair and by increasing tumour damage by reox-
ygenation and reassortment of cells to a more
sensitive phase of the cell cycle. Additional
improvements compared to conventional 2 Gy/
fraction radiotherapy schedules may be achieved
by altering the fractionation. Fraction size may be

reduced and the number of fractions increased with
an increased overall dose in hyperfractionated
radiotherapy, which decreases late effects but
increases local control, or the overall treatment time
may be reduced (accelerated radiotherapy) usually
by delivering more than one fraction per day, to
reduce the time for tumour cell repopulation which
accelerates after 28 days. CHART is a combination
of hyperfractionated and accelerated treatment
given on consecutive days and in lung cancer
results in improved survival over conventionally
fractionated treatment.

Experimentally, overcoming hypoxia in tumours
increases the therapeutic ratio, for example, by
using mizonidazole (an hypoxic cell sensitizer) or
tirapazamine (which is only activated at low oxy-
gen tension). Chemotherapy may be given during a
fractionated course of radiotherapy (concurrent
chemoradiation) to improve radiotherapy efficacy
without increasing the toxicity to a level obtained
merely by increasing the radiation dose. Some
chemotherapy agents inhibit the repair of DNA
damage (e.g. gemcitabine which inhibits DNA
synthesis, hydroxyurea which stops replication,
and cisplatin which causes damage which inhibits
DNA synthesis and transcription), while others
selectively kill subpopulations of tumour cells in
radioresistant cell cycle phases, leaving a synchron-
ized population of sensitive cells.

25.3 DNA damage and repair

25.3.1 Ionizing radiation-induced
DNA damage

At the megavoltage energies used in radiotherapy,
X-ray photons interact randomly with matter
mainly via the photoelectric effect and pair pro-
duction. In the photoelectric effect an X-ray photon
interacts with a tightly bound inner shell electron of
an atom of the absorbing material, resulting in
ejection of the electron and a filling of the vacancy
by an outer shell electron with release of a photon.
In pair production the incoming photon interacts
with the atomic nucleus and disappears, forming
two new particles, a negatron (an ordinary elec-
tron) and a positron, which excite and ionize other
atoms in the absorbing material (Meredith and
Massey, 1977).

One gray of radiation produces approximately
150,000 such nuclear ionization events, deposited
sparsely or in clusters. Radiation may directly
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ionize atoms in critical cellular targets or may
act indirectly by interacting with other atoms
or molecules in the cell, especially water, to pro-
duce free radicals, which then damage critical
targets (Figure 25.6). For X-rays and gamma-rays
the latter process predominates (up to 70%). An
X-ray photon interacts with water to form H2O*
by excitation or H2O

þ and an electron by ioniza-
tion. Then H2O* can form a hydroxyl radical
(OH�)(as can H2O

þ on reaction with water) and a
hydrogen radical. These ‘free radicals’ are very
reactive and chemically unstable, and can transfer
excess energy to other molecules thus breaking
chemical bonds, leading to alterations in molecular
structure such as DNA base damage or strand
breaks.

DNA is thought to be the major critical target for
ionizing radiation-induced cell death andmutation,
although membrane damage is implicated in many
biological responses to radiation. A variety of DNA

lesions are induced by ionizing radiation, at the
following rate of lesions per gray of radiation per
human cell: 40 DNA double-strand breaks (DSB),
500–1000 single-strand breaks (SSB), 1000–2000 base
damages, 800–1600 sugar damages, 30 DNA–DNA
cross links, and 150 protein-DNA cross links. Two
particular features of ionizing radiation-induced
DNA damage are, first, the structure of the DNA
ends present at sites of strand breaks and, second,
the formation of locally multiply damaged sites
(LMDS) where damages, such as oxidized bases,
AP sites (apurinic/apyrimidinic sites), and single
strand breaks, are clustered due to closely occurring
ionization events. The chemical structures at the
3 0-ends of IR-induced DNA strand breaks are
blocking residues, namely 3 0phosphates and
3 0phosphoglycolates, which cannot prime DNA
polymerase and cannot be ligated by DNA ligases
during repair. These blocking residues are also
produced by radiomimetic drugs such as bleomycin
and calicheamicin. LMDS are unique to ionizing
radiation, arising because a single radiation energy
deposition event can produce several free radicals
in water around the DNA in close proximity,
and present potential challenges to the DNA repair
systems.
IR-induced DSB comprise two SSB lesions which

occur directly opposite each other or in close
proximity on each strand of DNA, due to two
cleavages in the sugar phosphate backbone. DNA
DSB are thought to be the most important
IR-induced lesions; if left unrepaired such lesions
are lethal, while misrepair can produce mutations,
chromosome losses, or rearrangements which may
lead to cellular transformation and loss of growth
control.

25.3.2 Repair of ionizing radiation-induced
DNA damage

Cells have specialized, highly efficient repair
pathways for repairing DNA damage induced by
ionizing radiation. Free radical-induced DNA
damage such as oxidized bases, AP sites, and SSB
are repaired by the base excision repair (BER)
pathway, while DSB are repaired by homologous
recombination (HR) and non-homologous end-
joining (NHEJ).
The process of repairing oxidized bases by BER

(Klungland et al., 1999) involves recognition of
the damage by a DNA glycosylase and removal of
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the damaged base to form an AP site. The DNA
backbone is then cleaved by the AP lyase activity of
the glycosylase to leave an SSB with a 3 0phosphate
or modified sugar. A 5 0AP endonuclease then
hydrolyses the phosphodiester bonds at the AP
sites and removes the 3 0 blocking groups resulting
in a single base gap, which is filled by a DNA
polymerase using the undamaged partner strand as
a template. Finally DNA ligase I or III rejoins the
DNA backbone.
While ionizing radiation may produce a DSB

when two SSBs are generated in close proximity on
opposite strands of the DNA by a single ionization
event, the frequency of DSBs may be increased
during enzymatic processing of two closely
opposed oxidatively damaged lesions, such as
damaged bases or AP sites (Wallace, 1998). The
lesion on the first strand is converted to an SSB by
the recognizing enzyme but whether the lesion on
the second strand is converted to an SSB also, thus
resulting in a DSB, depends on the distance from
the first lesion. Second strand incision occurs if the
lesions are at least three bases apart (the exact
number depends on the enzymes and base lesions
involved). If an SSB is produced on the first strand
within 1 bp distance of the second strand lesion, the
DNA glycosylase cannot cleave the second lesion. It
may be that when lesions are close together, dis-
tortion of the sugar-phosphate backbone prevents
binding of the enzyme to the DNA (Figure 25.7).
Therefore DNA glycosylases may increase the DSB
frequency and hence lethality of IR to the cell. If a
DSB is not formed, the lesions are repaired which
may be mutagenic if DNA polymerase has to insert
a base opposite the remaining lesion.
The 3 0 blocking groups, 3 0phosphate and

3 0phosphoglycolate, are removed at the sites of SSB
by the 5 0AP endonuclease APE1 but APE1 is poor
at removing 3 0phosphoglycolates from single
stranded 3 0-overhangs at DSB, as is MRE11. Addi-
tional factors are therefore required for removal
and recently the protein hTdp1 has been implicated
in this process in man (Inamdar et al., 2002). If such
blocking groups are not removed this results in
failure of DSB repair and increased toxicity of
radiation.
In BER the undamaged strand acts as a template

for the polymerase but with a DSB there is no
complementary strand of DNA to act as a template
so the cell must use different repair mechanisms,
namely HR or NHEJ (Figure 25.8) (reviewed by
Jackson, 2002).

NHEJ is the dominant process inmammalian cells
and occurs in G0 and G1/early S phase. NHEJ is a
low-fidelity pathwaywhich does not use a template
and often results in small DNA deletions or addi-
tions. The Ku70/Ku80 heterodimer recognizes the
DNA strand breaks and recruits other proteins for
NHEJ including the DNA-PK catalytic subunit
(DNA-PKcs), which has serine–threonine kinase
activity, and possibly the MRE11/RAD50/NBS1
(MRN) complex, whose exonuclease activities may
be required for trimming backDNA strands to areas
of micro-homology, before a DNA polymerase fills
any gaps and the XRCC4/ligase IV heterodimer
seals the breaks, by forming a phosphodiester bond.

Recently HR has been found to be important
in mammalian cells in late S phase/G2. HR is
a high-fidelity repair pathway which requires

Gap one nucleotide away
from base damage

Gap three or more nucleotides away
from base damage

DNA glycosylase/AP lyase,
5' AP endonuclease,
DNA polymerase,

DNA ligase

DNA glycosylase/AP lyase,
5' AP endonuclease,
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+

Figure 25.7 Base excision repair processing of LMDS (from Wallace,
1998, with permission). When the gap is 1 nucleotide away from the
base damage the lesion is repaired; when the gap is at least 3
nucleotides away from the base damage the enzymatic processing
results in DSB formation.
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extensive homology between the DSB region and a
template from which repair is directed (usually the
sister chromatid). In HR the DNA ends are resected
by the nucleolytic processing of the MRN complex,
RAD52 then binds to the single stranded end, fol-
lowed by recruitment of RPA, RAD51-BRCA2,
BRCA1, and RAD54 to the DNA. RAD51 forms a
nucleoprotein filament on the exposed strand and
initiates the search for homologous sequences on
the undamaged partner DNA molecule before the
damaged molecule invades the other DNA duplex
via a strand exchange reaction. The 3 0end of the
damaged molecule is extended by a DNA poly-
merase prior to ligation by DNA ligase I. The cross-
overs (Holliday junctions) are then resolved by
cleavage and ligation. The RAD51 paralogues,
RAD51B, RAD51C, and RAD51D, along with
XRCC2 and XRCC3, help assembly of RAD51,
while BRCA1 and 2 are needed for formation of
RAD51 foci in response to IR. BRCA2 interacts
directly with RAD51 and allows translocation of
RAD51 into the nucleus; BRCA1 may indirectly
influence RAD51 activity by altering chromatin
structure or via its involvement in transcriptional
responses to DNA damage.
The factors governing the predominance of each

DSB repair pathway are not currently understood,
but NHEJ predominates in G0 and G1/early S
while HR commonly occurs in late S/G2 phases,
where there is a greater availability of undamaged
sister chromatid template. This complex process is
most likely integrated with damage sensors and
cell cycle checkpoints (see subsequently), and
CDK1 may have a key function in regulating
alternative pathways.

25.4 The cellular response to
DNA damage

When a cell is damaged by ionizing radiation it
attempts to survive and maintain its genomic
integrity. It does this by recognizing the damage to
DNA and plasma membrane lipids caused by the
radiation and then activating various cellular
pathways involved in genome maintenance and
cell survival or activating cell death pathways
when the damage is too great.
Cellular responses (reviewed by Lewanski and

Gullick, 2001) include induction of early response
genes (e.g. JUN, FOS, and EGR1), which can bind to
specific DNA sequences to modulate the expression
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of other genes. Also, intermediate and late genes
are induced, such as TNFa, PDGF, TGFb, and bFGF,
which are involved in premature terminal differ-
entiation of fibroblasts by IR and therefore mediate
fibrosis as a late response to radiotherapy. Activa-
tion of the mitogen-activated protein kinase
(MAPK) cascade leads to cell survival and differ-
entiation and many tumour cells have oncogenic
mutations of the RAS oncogene, involved in
this cascade, which are associated with cellular
radioresistance. Clinical trials are underway to
investigate use of farnesyl transferase inhibitors
with radiotherapy to inhibit the RAS pathway.
Apoptotic cell death is mediated partly via the
plasma membrane-derived sphingomyelin path-
way and the p53-dependent apoptotic pathway
discussed below. Ionizing radiation can influence
unirradiated cells by ‘bystander effects’ mediated
by reactive oxygen species, gap junctions, cyto-
kines, and growth factors, resulting in the same
effects as in directly irradiated cells (Goldberg and
Lehnert, 2002). Further discussion of these topics is
outwith the scope of this chapter.
The response to DNA damage is one of the most

important cellular responses to IR. The DNA dam-
age response involves detection of the DNA
damage, repair of the damage, and DNA damage
signalling to the cell cycle, transcriptional and cell
death machineries. A model of DNA damage
detection, repair, and signalling has recently been
proposed by Rouse and Jackson (2002). In this
model, DNA damage is initially detected by spe-
cific repair factors, with an affinity for specific
primary DNA lesions, which recognize the lesions
and/or alterations in chromatin structure nearby. If
the lesions are simple to repair (e.g. lesions repaired
by BER) the DNA damage is rapidly reversed
without activation of signalling pathways or sub-
sequently the DNA damage response. In this
instance cell division is unaffected. If repair is
slower (e.g. IR-induced DSB with damaged bases at
the ends) then the lesion persists and may be
modified by end-processing enzymes such as
nucleases. Then ATM (or other phosphatidylinosi-
tol 3-kinase-like protein kinases (PIKKs) such as
DNA-PKcs or ATR) is recruited to the site of
damage, to phosphorylate targets in the vicinity of
the lesion resulting in DNA repair, again without
activation of the DNA damage response. However,
if the lesion still cannot be repaired further proteins
are recruited resulting inactivationof theglobalDNA
damage response where, after signal transduction

by the PIKK, the signal is amplified and diversified
by kinase cascades and a range of downstream
effectors regulate the various DNA damage
responses, including cell cycle arrest, chromatin
modulation, and increased repair capacity of the
cell. This prevents progress through the cell cycle
and facilitates repair of difficult lesions. This global
DNA damage response requires several separate
complexes to assemble at DNA damage sites. This
model fits with the experimental observations of
fast and slow components of DNA repair, where
approx 80% of DSB are repaired within 30 minutes
of IR. When the DNA damage is excessive or irre-
parable, mutations and chromosome aberrations
occur which result in malignant transformation or
cell death.

25.4.1 Damage sensing

The proteins responsible for DNA damage sensing
are largely unknown, although the Ku70/Ku80
heterodimer is thought to be the damage sensor for
NHEJ. The MRN complex is another putative
damage sensor of DSB which may act via the
nuclease activity of MRE11 to process the initial
DNA damage to form an intermediate DNA
structure, with single stranded ends, which can
then initiate DNA damage signalling (D’Amours
and Jackson, 2002).

25.4.2 DNA repair foci

DNA repair proteins are constitutively expressed
in mammalian cells but one feature of the DNA
damage response to IR is the formation of nuclear
‘foci’ at sites of DSB. Modification of chromatin
structure can facilitate DNA repair. One compon-
ent of chromatin is the histone protein H2AX.
g-H2AX foci are formed within a few seconds of
IR, as a result of phosphorylation of H2AX by ATM
and other PIKKs. A large amount of chromatin
is involved with each DSB as one DSB induces
phosphorylation of 0.03% of the total cellular
H2AX (equivalent to 2 Mb pairs of DNA per DSB).
Following ionizing radiation, g-H2AX foci are
formed and the recently discovered MDC1 protein
aggregates at these sites followed by p53-binding
protein-1 (53BP1), the MRN complex, RAD51 and
BRCA1. The individual repair factors are not
irreversibly bound to the DNA so other factors
can later interact at the same DNA sites. The DNA
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damage signal is amplified by repeated cycles of
H2AX phosphorylation followed by recruitment
of repair factors.

In association with g-H2AX, RAD51 foci form in
response to IR-induced DNA damage at single
stranded DNA tails, where they colocalize with
RPA, RAD52, RAD54, BRCA1, and BRCA2 to form
an HR ‘repairosome’ (RAD51 foci also form during
S-phase and during meiotic recombination). NBS1
is another protein which interacts with g-H2AX to
form foci (D’Amours and Jackson, 2002; Tauchi
et al., 2002) before recruiting a putative kinase to
phosphorylate MRE11 and forming a complex
with MRE11/hRAD50 which is directly bound to
g-H2AX. The MRE11/RAD50/NBS1 (MRN) com-
plex is involved in DNA repair and checkpoint
control. The MRN IR-related foci form within 10
min of IR and remain until damage is repaired.
Early foci are thought to be involved in DSB pro-
cessing, while the larger late foci (4–24 h) are
probably involved in checkpoint signalling asso-
ciated with lesions which are difficult to repair. In
cells grown in tissue culture RAD51 foci and
MRE11 foci do not co-localize, although NBS1 has
been found to be essential for HR in higher ver-
tebrate cells. The role of MRN in NHEJ is unclear
but it does not appear essential. The NHEJ proteins
Ku70 and Ku80 are found in a dispersed nuclear
pattern following IR and foci have not been seen in
human cells.

25.4.3 Cell cycle checkpoints

Cell cycle checkpoints control progression through
the cell cycle and make up a network of signal
transduction pathways which are activated by IR-
induced DNA damage. By arresting the cell cycle
they allow cells to repair their damaged DNA
before resumption of cell division (see Chapter 9
and Samuel et al., 2002).

The ATM protein kinase is a key protein in the
DNA DSB response (reviewed by Shiloh, 2003) and
most of the cellular responses to IR depend on
functional ATM protein. ATM activation results in
modulation of numerous signalling pathways,
including the G1/S, intra-S, and G2/M check-
points. ATM responds to DSB by rapidly phos-
phorylating a wide range of substrates within
minutes. These include: p53, MDM2, CHK1, CHK2,
SMC1, FANCD2, BRCA1, NBS1, and H2AX. ATM
also activates stress response genes via the stress-
activated protein kinase (SAPK) cascade.

p53 is another key protein in the cellular response
to IR and is involved in cell cycle arrest (via the G1
and G2 checkpoints), apoptosis, cell senescence,
DNA repair, cell differentiation, and angiogenesis. A
full discussion of p53 is outwith the scope of this
chapter and readers are directed to reviews (Bristow
et al., 1996; Dahm-Daphi, 2000; Ryan et al., 2001). p53
is important as p53 mutations are present in at least
50% of human tumours and are thought to underlie
increased radioresistance, genomic instability, and
rapid tumour progression. Under normal cellular
conditions p53 levels are low due to its very short
half-life and it exists in a relatively inactive state with
poor DNA binding and transcriptional activation.
However, in response to IR-induced DNA damage,
levels of activated p53 rise markedly via post-
translational modifications of the p53 polypeptide
by phosphorylation, dephosphorylation, and acet-
ylation (phosphorylation by ATM is thought to be a
key event). Such modifications prevent binding of
p53 to MDM2, which usually initiates ubiquitin-
mediated protein degradation of p53, thus resulting
in increased levels of transcriptionally activep53with
a prolonged half-life which results in transient or
permanent cell cycle arrest. Wild type p53 also
inducesBAX, a protein involved in apoptosis in some
cell types, and down regulates expression of the anti-
apoptotic BCL2.
At the G1 checkpoint ATM phosphorylates p53

which activates transcription of the cyclin-
dependent kinase (CDK) inhibitor p21, resulting
in inhibition of CDK2 and retinoblastoma protein
(pRB) phosphorylation and hence cell cycle pro-
gression. p21 activates transcription of GADD45
which blocks entry into S phase and stimulates
repair (p21 is also involved in terminal differenti-
ation of cells such as fibroblasts post-IR, probably
via its regulation of TGFb, which is the key growth
factor involved in fibrosis). In an alternative path-
way, ATM phosphorylates CHK2 which activates
the phosphatase CDC25A which also prevents
CDK2 activation. The intra-S checkpoint is one of the
most important cellular responses to DSB as intra-S
checkpoint failure results in radioresistant DNA
synthesis. One intra-S checkpoint involves ATM-
driven phosphorylation of NBS1 and the structural
maintenance of chromosomes 1 protein (SMC1);
the second involves ATM phosphorylating CHK2
which in turn inhibits CDC25A and hence CDK2.
MDC1 is involved in the activation of intra-S phase
and G2/M cell cycle checkpoints by recruiting
the MRN complex to nuclear foci. At the G2/M
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checkpoint ATM phosphorylates BRCA1, CHK1,
and NBS1. Phosphorylation of CHK1 results in
inactivation of CDC25C, which usually removes
inhibitory phosphates from CDK1; failure to
activate CDK1 results in G2/M arrest. p53 is
involved in the G2 checkpoint partly by CDK1
repression but also by upregulating GADD45, p21,
and the 14-3-3s protein which prevents nuclear
import of CDC25C and hence prevents G2/M
transition.

25.4.4 Cell death, apoptosis, and terminal
differentiation

If IR-induced cellular damage is extreme, cells die
rather than transmit erroneous genetic information
to daughter cells. Cells die ultimately by apoptosis
or necrosis. In normal cells, necrosis occurs follow-
ing very high doses of IR, outside the range used in
radiotherapy, but cells can die at the edge of necrotic
tumour areas due to poor vascular supply.
As mentioned previously, cellular radiosensitivity

ismeasured by the clonogenic assay. Reduced colony
formation reflects cell death or cells entering per-
manent G1 arrest, which precedes senescence or
terminal differentiation. Cells die by apoptosis
during interphase or at or after the first mitosis
(described as mitotic or clonogenic cell death).
Apoptosis in interphase is the mode of cell death in
small intestinal crypt cells, lymphocytes, thymocytes,
and salivary glands and is observed in most experi-
mental tumour systems. Thismode of death involves
p53, the SAPK/JNK signalling pathway, reactive
oxygen species (ROS) and the plasma membrane
(Verheij and Bartelink, 2000). These pathways activ-
ate caspases which are cytoplasmic cysteine pro-
teases which cleave cellular proteins and activate a
nuclease responsible for DNA fragmentation. The
p53 pathway involves upregulation of BAX expres-
sion, and possibly upregulation of FAS, the CD95
death receptor. Increased levels of ROS trigger
mitochondria to release caspase-activating factors.
However, apoptosis in interphase is not the mech-
anism of cell death for solid tumours in vivo (except
lymphomas). These are intrinsically resistant to
apoptosis in interphase due to upregulation of the
PI3K/AKT pathway (which promotes cell survival
and prevents triggering of apoptosis), overexpres-
sion of anti-apoptotic genes such as BCL2, or due to
the presence of mutations in the pro-apoptotic gene
BAX (Igney and Krammer, 2002). Instead, in these

tumours mitotic cell death is important (Shinomiya,
2001). This mode of death is distinguished from
interphase death by the late activation of caspases
24 h after damage, transient G2/M block and down-
regulation of the anti-apoptotic MAPK and BCL2
genes.

25.5 Clinical outcomes of radiotherapy
resulting from DNA damage and
cellular responses

It is hoped that in future molecular information
can be used to improve radiotherapy treatments,
for example by accurate prediction of outcomes
(tumour response and late effects) to individualize
the radiotherapy prescribed, by increasing the
therapeutic ratio through intervention or by the
introduction of new treatments in a scientifically
rational manner.

25.5.1 Normal tissues

Normal tissue responses to radiotherapy include
cell death in fast and slow turnover tissues, accel-
erated cellular differentiation, and vascular dam-
age which can result in early and late side effects.
Several human syndromes are associated with
extreme clinical radiosensitivity, such as ataxia–
telangiectasia, Nijmegen breakage syndrome,
and AT-like disorder which are associated with
mutations in ATM, NBS1, and MRE11 genes
respectively. These syndromes also predispose to
malignancy. Patients demonstrate clinical and
in vitro radiosensitivity and have defective check-
point functions, although they are apparently pro-
ficient in DSB repair. DNA ligase IV deficiency has
also been identified where patients have intact
checkpoints but impaired DSB rejoining. One such
patient had leukaemia and was extremely clinically
radiosensitive. Cells from patients with germline
mutations in BRCA1 and BRCA2 are also radio-
sensitive. No human defects have been identified in
DNA-PKcs or Ku70/Ku80, and no individuals have
been foundwith inactiveRAD51, RAD52, orRAD54.

Apart from rare syndromic patients showing
extreme radiosensitivity, there is a normal distri-
bution of radiosensitivity in patients. As the 5%
most severe reactors limit the dose given to the
whole population, an ability to predict outcome
would be advantageous. It was thought that a sub-
stantial proportion of the 5% overreactors in breast
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cancer might be A-T heterozygotes or patients
carrying BRCA1 or BRCA2 germline mutations
(Appleby et al., 1997; Pierce et al., 2000) but this has
not proved to be the case. It ismore likely that a large
number of genes are involved in the normal tissue
radiation response, including genes coding forDNA
repair enzymes, cell cycle and proliferation pro-
teins, cytokines, and growth factors. cDNA micro-
arrays might be useful investigative tools, although
following radiation DNA repair enzymes are not
generally upregulated. Around 0.1% of the genome
is polymorphic and most of the variation is due to
single nucleotide polymorphisms (SNPs) of which
there are probably 3million in an individual’s DNA.
Some SNPs are predictive of toxicity from cytotoxic
drugs, so the same may be true for radiotherapy.
Functional assays such as clonogenic, DNA repair,
or chromosomal (micronucleus) assays have only
demonstrated weak correlations with late effects,
probably reflecting the influences on late normal
tissue responses other than cell death and DNA
repair, including fibrosis and vascular damage.
In some tumour sites there is a choice of treatment,
for example, between surgery and radiotherapy,
and predictive testing, by SNP analysis or other
methods, may help choose the most appropriate
treatment for an individual patient.

The therapeutic ratio can be increased by ameli-
orating late effects in patients, for example, by
preventing apoptosis in sensitive normal tissues
such as the parotid glands to prevent xerostomia.
Prevention of p53-induced apoptosis in normal
tissues has been demonstrated in mice with inact-
ive tumour p53 genes using pifithirin a, a chemical
inhibitor of p53.

If IR-induced DNA damage is misrepaired
resulting in DNA losses, additions and chromo-
some translocations, and the cell survives, this may
result in genomic instability and cancer. This effect
has been observed clinically for many years with
the development of solid tumours such as breast
cancer in Hodgkin’s disease post-radiotherapy
in the low dose areas at the treatment field edges.
In Gorlin’s syndrome basal cell and squamous
cell carcinomas appear at the edge of the radio-
therapy fields within a few years of treatment.
Malignancies in radiotherapy fields have been
observed not only in patients with previous
malignancies and hence a likely genetic predis-
position to cancer but also in patients receiving
radiotherapy for benign conditions, such as, histori-
cally, scalp ring worm where patients subsequently

developed skin tumours. Knowledge of the
molecular mechanisms of development of genomic
instability may one day enable us to prevent second
malignancies occurring following radiotherapy.

25.5.2 Tumours

It is thought that the majority of cancers arise due to
impaired ability to respond to or repair DNA
damage which leads to genomic instability.
Tumour cells have often also lost some aspect of
checkpoint function, via mutation of genes coding
for growth factors, and inactivators of apoptotic
pathways, as well as mutations in genes promoting
angiogenesis, resulting in a growth advantage. For
example, loss of BRCA2 causes gross chromosomal
rearrangements, spontaneous DNA breakages,
and mutation due to defective HR via RAD51.
Some tumour cells express higher levels of RAD51
resulting in more efficient HR and hence increased
radioresistance compared to normal cells.
Human tumour cell lines exist which are defi-

cient in DNA repair enzymes, for example, M059J
(DNA-PKcs deficient glioma), Capan-1 (BRCA2
deficient pancreatic tumour), and HCC1937
(BRCA1 deficient breast carcinoma). MO59J cells
are radiosensitive, with deficient NHEJ measured
by pulsed-field gel electrophoresis. BRCA1 and
BRCA2 deficient cells show no definite NHEJ
impairment but are HR deficient and mouse
xenograft tumours defective in BRCA2 are highly
sensitive to IR (Abbott et al., 1998). This suggests
that human tumours with DNA repair defects may
be more sensitive to radiotherapy.
Tumour predictive assays are potentially useful if

a tumour was particularly radiosensitive and the
radiation dose could be reduced to ameliorate late
effects. Again clonogenic assays, DNA repair assays,
and hypoxia assays have not accurately predicted
outcome probably due to the large number of
pathways and hence genes involved in tumour cell
death by IR, including oncogenes such as RAS, RAF,
MYC, and genes coding for DNA repair, cell cycle,
and apoptotic machinery proteins. Immunohisto-
chemical (IHC) studies have been predictive of
outcome in cohorts of patients but are not sensitive
enough to be used on an individual basis. They
allow stratification as for tumour stage and grade
which are currently the most important prognostic
variables. There are technical problems with p53
immunohistochemistry but it appears that loss
of wild type p53 function results in increased

RAD I O TH E RAPY AND MOL ECU L AR RAD I O TH E RA PY 425



radioresistance and p53 gene mutations, which are
associated with a worse prognosis. High expression
of BCL2 also results in tumour radioresistance
and poor prognosis in patients after radiotherapy.
Examples involving DNA repair proteins include
DNA-PKcs expression and outcome following
chemoradiotherapy in oesophageal cancer, Ku70
expression and clinical tumour radiosensitivity
along with disease-free survival in rectal cancer, and
Ku70 expression and survival following radio-
therapy in cervix cancer. Tumours with low levels of
expression had better outcomes, presumably
because of poorer repair leading to increased
radiosensitivity. Perhaps studying a range of relev-
ant proteins with IHC, by tissue arrays, may allow
prediction of outcome. This approach might be
particularly useful where treatment options are
available. For example, in bladder cancer patients
whose tumours have low expression levels of vari-
ous DNA repair exzymes (and hence would be
expected to be less efficient at repairing DNA dam-
age) might be more suitable candidates for radio-
therapy than those with higher levels who would be
better served with cystectomy. In rectal cancer prior
knowledge of response would allow selection for
pre-operative radiotherapy.
Gene expression arrays (cDNA arrays) allow

investigation of large numbers of patients’ genes
and show variation in gene expression among
tumours with similar histological features. In dif-
fuse large B-cell lymphomas there is a very differ-
ent overall survival between two such groups using
this assay. Genes that would be good candidates for
prediction of radiosensitivity include DNA repair
genes (see BRCA2 above) and genes related to cell
cycle, growth, and differentiation. Proteomics
technology may also have a role in investigation of
radiosensitivity as it can provide a more accurate
indicator of protein function than cDNA arrays in
view of post-translational modifications.
Tumours often have mutations in tumour

suppressor genes, such as TP53 or oncogenes such
as RAS. In terms of altering the therapeutic ratio it
should be theoretically possible to restore normal
function to mutant p53 in tumour cells. Use of
concurrent chemoradiation, with drugs that alter
DNA repair such as cisplatin or gemcitabine, aim to
increase tumour cell kill without increased toxicity.
It may be possible to exploit the different distri-
bution in the cell cycle of normal cell and tumour
cell populations by using agents which radio-
sensitize in S phase where there tends to be a higher

proportion of tumour cells than normal cells. Gene
therapy is still experimental but in radiotherapy it
could involve the use of ionizing radiation-
inducible promoters to limit gene expression or
use of vectors with replicative potential limited to
tumours, with targets such as ATM or DNA-PK to
radiosensitize tumours.

An important future aim of molecular studies
in radiotherapy is to increase the therapeutic ratio
to increase tumour control and/or decrease late
effects by predicting outcome on an individual
basis to select the most appropriate treatment
for each patient. Also they should enable develop-
ment of new combined-modality treatments such
as radiotherapy and concurrent biological therapies
or chemotherapy in a scientifically rational manner.
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26.1 Introduction

Over the past 25 years, monoclonal antibodies
(mAbs) have revolutionized experimental and
diagnostic laboratory techniques. More recently
they have established themselves as the most
rapidly expanding class of therapeutic agents for a
wide range of human diseases (Carter, 2001).
Although only a few mAbs have so far been

licensed for routine therapeutic use, several
hundred are in clinical development, many of them
aimed at treating cancer (see http://archive.bmn.
com/supp/ddt/glennie.pdf). This chapter aims to
give an insight into normal antibody structure and
function, outline the development of therapeutic
mAbs, explore their potential mechanisms of action
and evaluate the mAbs currently licensed for the
treatment of malignancy.
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26.2 Antibody definition and structure

26.2.1 Antibody definition

Antibodies (immunoglobulins) are glycoproteins
that perform a key role in the adaptive, targeted,
immune response to foreign antigen. Antibodies
are synthesized by B lymphocytes and expressed
on their cell surface as the B-cell receptor (surface
immunoglobulin). Surface immunoglobulin con-
fers unique antigenic specificity to B cells;
approximately 80,000 immunoglobulin molecules
are expressed on the surface of a single B cell, each
with an identical antigen-binding site. Interaction
between specific antigen and surface immuno-
globulin on mature naı̈ve B cells (in the presence
of T-helper cells and appropriate cytokines) will
induce B-cell division, maturation and differenti-
ation into a clonal population of memory B cells and
plasma cells. Plasma cells lack membrane bound
immunoglobulin, but are able to synthesize and
secrete high levels of soluble mAb with identical
antigen specificity to that of the parent B cell.
Circulating soluble antibodies are the mediators
of humoral immunity, binding foreign antigen,
and neutralizing it or targeting it for elimination.
Because of the unique way in which antibody
diversity is generated (see Section 26.3), the immune
system is capable of producing antibodies specific
to virtually any antigen encountered, a property
that makes antibodies immensely powerful tools
for experimental, diagnostic, and therapeutic use.

26.2.2 Antibody structure

Antibodies are large ‘Y’ shaped glycoproteins
composed of four polypeptide chains made up
from two identical heavy chains combined with
two identical light chains (Figure 26.1). The chains
are folded into a number of distinct domains linked
together by a series of covalent and non-covalent
disulfide bonds. Heavy chains consist of one vari-
able domain and three or four constant domains
each representing regions of relatively variable or
constant aminoacid sequence. Five types of heavy
chain (grouped according to heavy chain constant
region sequences) have been identified in humans;
alpha (a), delta (d), epsilon (e), gamma (g), and mu
(m). On the basis of these heavy-chain constant
region sequences, antibodies are classified into five
main classes or isotypes; immunoglobulin A (IgA),
IgD, IgE, IgG, and IgM. Minor differences in the

heavy chain amino acid sequences of IgA and IgG
allow further sub-classification of these antibody
isotypes (IgA1þ2 and IgG1�4, respectively). Light
chains are smaller and consist of one variable and
one constant domain. Two types of light chain are
described in humans; kappa (k) and lambda (l).
Any two identical light chains may be combined
with any two identical heavy chains to form a
complete antibody monomer (e.g. IgG kappa or IgG
lambda, IgE kappa or IgE lambda). IgD, IgE, and
IgG are produced and secreted as monomers. IgM
is expressed on the cell surface of B cells as a
monomer but secreted by plasma cells as a penta-
mer. IgA exists primarily as a monomer but may
form dimeric, trimeric, or tetrameric forms. The
two arms that make up the top of the Y-shaped
immunoglobulin structure are identical and are
known as Fab fragments (fragment, antigen bind-
ing). Each Fab fragment is composed of one
variable region and an adjacent constant region
from one light chain and one heavy chain. Within
each variable domain, three short polypeptide
sequences show immense variability. These
hypervariable regions make up the specific
antigen-binding site of the antibody and are known
as the complementarity-determining regions
(CDRs). Intervening polypeptide sequences called
framework regions act as a scaffold for the CDRs.
The two Fab fragments of IgA, IgD, and IgG are
joined at an area of structural flexibility known as
the hinge region (replaced by an additional constant
domain in IgM and IgE). Beyond the hinge region is
the remainder of the antibody, the Fc fragment
(fragment, crystallizable), made up from the
remaining heavy-chain constant regions. The Fc
fragment is responsible for mediating the immune
effector functions of antibody such as opsonization,

Fab

Fc

Heavy chain

Light chain

Complementarity
determining
regions

Hinge region

Figure 26.1 Schematic representation of an antibody.
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complement-mediated cytotoxicity (CDC) and
antibody dependent cellular cytotoxicity (ADCC),
discussed in detail below.

26.3 Generation of antibody diversity

The immune system is capable of producing
antibodies with specificity for an almost infinite
number of antigens. A number of mechanisms are
employed by B cells in order to achieve this
diversity.

26.3.1 Somatic recombination

The heavy and light immunoglobulin polypeptide
chains that together make up a complete antibody
molecule are encoded by the recombination of
different versions of gene segments rather than a
single contiguous DNA gene sequence. These gene
segments are categorized and grouped into leader
(L), variable (V), diversity (D), joining (J), and
constant (C) sets with each set containing a number
of different versions of the gene segment. During
B-cell ontogeny, individual versions of these gene
segments are randomly selected and brought
together to form a contiguous functional gene, a
process known as somatic recombination. This
process allows the generation of immense antibody
diversity even in the absence of exposure to specific
antigen. For light chains, a complete gene results
from the recombination of single VL and JL gene
segments (together encoding for the light chain
variable region) with a CL gene (encoding for the
constant region). For kappa light chains, approx-
imately 40 versions of the Vk gene segment have
been identified and these may be combined with
any of five Jk gene segments and one Ck gene to
form a complete kappa light-chain gene. For
lambda light chains, approximately 30 Vl gene
segments, 4 Jl gene segments and 4 Cl gene seg-
ments have been described. Human heavy-chain
genes are similar to, but more complex than, light
chains, with an additional gene segment, (DH),
encoding for part of the variable region along with
the VH and JH gene segments. About 50 versions of
the heavy chain VH gene segment have been iden-
tified, along with 27 DH gene segments and 6 JH
gene segments. Any VDJ recombination may com-
bine with any of the CH genes that encode for the
five different immunoglobulin isotypes. Leader (L)
gene segments encode for a short leader peptide
responsible for guiding the heavy or light chain

through the endoplasmic reticulum; this peptide is
cleaved prior to immunoglobulin assembly.

26.3.2 Somatic hypermutation

An additional process, somatic hypermutation, is
employed to generate further V region diversity
following the assembly of a functional antibody
gene. On exposure to antigen, this mechanism
allows the introduction of point mutations into
the antibody V region, resulting in antibodies
with varying affinity to antigen. On average, once
a B cell is activated, it has the capacity to undergo
a mutation once every one or two cell divisions.
Following somatic hypermutation, B cells produ-
cing antibody with high affinity to specific antigen
are preferentially selected for maturation into
antibody forming (plasma) cells, a process known
as affinity maturation.

26.4 Antibody production

26.4.1 Polyclonal antibodies

Naturally occurring, soluble antibodies are gener-
ated in vivo following exposure of foreign antigen
to the immune system. In the laboratory, antibodies
may be raised artificially by injecting antigen into
an animal and collecting the resultant antibody rich
serum several weeks later. This serum (also known
as antiserum) will contain a heterogeneous, poly-
clonal mixture of antibodies. Polyclonal antibodies,
by definition, are produced by the clonal popula-
tions of a number of different B lymphocytes whose
surface immunoglobulin recognize any of the epi-
topes (specific antibody-binding sites) present on
the given antigen.

26.4.2 Monoclonal antibodies

Antibodies produced from identical copies or
clones of a single B lymphocyte will have identical
antigen epitope specificity and are known as mAbs.
In 1975, an experimental technique was devised
that enabled stable and permanent production of
mAb (Kohler and Milstein, 1975). This technique
opened the way to the widespread introduction of
mAbs into experimental, diagnostic, and thera-
peutic work. Köhler and Milstein’s method
immunizes animals, generally rodents, with an
antigen of interest in order to elicit an antibody
response. A cell suspension containing antibody
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producing B lymphocytes is then prepared from
these animals’ spleens and mixed in vitro with a
myeloma (immortal B-lymphocyte tumour) cell
line. The addition of polyethylene glycol to the cell
suspension will result in cell–cell fusion and the
generation of hybridomas—the fusion products of
normal, antibody-producing B cells and myeloma
cells. Through the use of myeloma cell lines that
lack the ability to synthesize endogenous immuno-
globulin, hybridomas may be created which
secrete antibody specific to the antigen used for the
original immunization and possess the immortal
growth properties of the cell line. Once antibody-
secreting hybridomas have been selected, they can
be screened to identify and isolate those popula-
tions producing antibodies with the desired anti-
genic specificity. This is generally achieved by
diluting out hybridoma cell suspensions to single
cell dilutions which are subsequently grown up as
clonal cell populations. The presence of specific
antibody within the cell supernatant can be assayed
by a variety of techniques such as enzyme-linked
immunosorbent assay (ELISA) or radioimmuno-
assay. By repeat limiting dilution, truly monoclonal
cell populations may be obtained thereby enabling
stable and permanent production of large quantities
of mAb through modern continuous tissue culture
techniques.

26.4.3 Antibody humanization

The techniques of Kohler and Milstein rely on the
immunization of rodents, generally mice, to derive
a population of antibody producing B lymphocytes.
It follows that the mAb produced by this system
will be of mouse origin (murine). Although murine
mAbs are of immense importance in experimental
and diagnostic techniques, their use in human
therapy is problematic. Murine antibodies may be
highly immunogenic to humans and repeated
administration commonly leads to the generation
of human anti-mouse antibody (HAMA) responses.
HAMA responses not only adversely affect the
clinical efficacy and half-life of antibody but are
also implicated in the clinical symptoms of allergy
and anaphylaxis. In addition, because the Fc
fragment of the mAb is of murine rather than
human origin, its therapeutic administration may
fail to activate appropriate immune effector func-
tions such as CDC and ADCC, and as such prove
ineffective.

Chimeric monoclonal antibodies
In an attempt to overcome the HAMA response
and improve the clinical efficacy of murine-derived
mAbs for human therapy, genetic engineering
techniques have been developed to ‘humanize’
murine mAbs (Figure 26.2). Genes that encode
mouse antibody variable regions specific to an
antigen of interest may now be identified, cloned
and inserted into a vector along with the genes
encoding human immunoglobulin constant
domains. Transfection of this vector into an
appropriate cell line such as Chinese hamster ovary
cells will result in expression of these transfected
genes and synthesis of a chimeric mAb containing
mouse variable and human constant regions. These
cells may be screened, cloned, and expanded like
conventional hybridomas to provide a stable source
of chimeric mAb.

Humanized monoclonal antibodies
The humanization of murine-derived mAbs has
been further developed to produce ‘CDR grafted’
or humanized mAbs. This approach requires the
synthesis of a novel variable region utilizing gene
sequence information for the three epitope specific
murine CDRs combinedwith compatible sequences
from human variable framework regions. The
newly created humanized variable regions can then
be linked to human constant region genes that
when expressed in an appropriate cell line will
produce a humanized mAb. In practice, grafting of
murine CDRs alone usually results in some loss of
antigen-binding affinity and a number of the ori-
ginal framework region aminoacid residues may
also need to be retained alongside the CDRs to
maintain mAb affinity.

Fully human monoclonal antibodies
The production of fully human mAbs is now
possible through theuseofphagedisplay librariesor
transgenic mice carrying human immunoglobulin
gene loci. Phage display technology requires the
isolation of gene segments encoding human vari-
able mAb domains and their fusion to genes
encoding bacteriophage coat proteins. By infecting
bacteria with these transfected phages, particles
containing immunoglobulin variable domain pro-
teins will be synthesized and expressed. Phage
display libraries may be built up consisting of a
large collection of phages ( >1010), each expressing
a variable domain specific for an individual anti-
gen. By challenging these libraries with antigens
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of interest and isolating phages that express
appropriate antigen-binding domains, the gene
encoding the variable region of interest may be
recovered from the isolated phage, joined to
the remaining parts of a human immunoglobulin
gene and transfected into an appropriate host cell
capable of secreting the resultant fully human
mAb. In addition to the fully human nature of
mAbs produced through phage display techniques,
other advantages of this technique include the
number and diversity of mAbs that can be gener-
ated in a relatively short time-frame and the
ability to use selection and screening strategies to
isolate mAbs with desirable characteristics (e.g.
high affinity) (Vaughan et al., 1996, 1998).
An alternative approach in development is the

production of fully human mAbs utilizing trans-
genic animals (Jakobovits, 1995; Mendez et al.,
1997). This technology requires deletion of an
animal’s own immunoglobulin genes and the sub-
sequent introduction of human immunoglobulin
gene segments. As a result of this genetic manip-
ulation, antigen immunization results in the de novo

generation of a fully human immunoglobulinwhich
may be modified using standard somatic fusion
technology to generate mAbs of any class desired.

26.5 Antibody function—mechanisms
of action

Antibodies are themediators of humoral immunity.
Following the recognition of specific antigen, anti-
bodies may trigger a number of immunological
effector mechanisms that include antigen opsoni-
zation, CDC and antibody-directed cellular cyto-
toxicity (ADCC). In addition to these classical
functions, therapeutic mAbs provide scope for
additional modes of action. These include blockade
or augmentation of cell signalling by tumour cells or
by cells of the immune system and the delivery of a
varietyof cytotoxic immunoconjugates (Figure26.3).

26.5.1 Opsonization

Opsonization describes the process whereby target
cells expressing antigen are coated by specific
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Figure 26.2 Murine, human, chimeric, and humanized antibodies.
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antibody which in turn attracts phagocytic cells
such as neutrophils and macrophages. Phagocyt-
osis of antibody coated cells is an important
defence against common bacterial pathogens but is
not thought to play a major role in anti-cancer mAb
therapy.

26.5.2 Complement-mediated cytotoxicity

Complement is a major effector component of
humoral immunity and is thought to contribute
considerably to the therapeutic effect of a number
of mAbs used in the treatment of cancer. Comple-
ment exists as a number of circulating serum gly-
coproteins which, when activated via a tightly
regulated enzymatic cascade, promote the devel-
opment of an inflammatory response, target cell
opsonization and cell lysis. Complement can be
activated through a number of pathways but the
‘classical’ pathway of complement activation is
dependent upon the binding of antibody to target
antigen. C1, a component of complement is able to
bind to the Fc portions of aggregated antibodies
bound to target antigen. C1 binding leads to a
conformational change in C1 that converts it to an
active serine protease enzyme capable of initiating
the enzymatic cascade of complement activation.
The end result of complement activation is the

production of the membrane attack complex
(MAC), a macromolecular complex able to perfor-
ate target cell membranes and cause cell death by
profoundly disrupting cellular osmotic stability. In
addition to MAC formation, the complement cas-
cade leads to the generation of anaphylotoxins such
as C3a, C4a, and C5a. These complement fragments
play an important role in the development of an
effective inflammatory response. Complement
fragments such as C3b can also act as opsonins,
coating antigen, and antigen–antibody complexes.

26.5.3 Antibody-dependent cellular
cytotoxicity

Natural killer cells, macrophages/monocytes,
neutrophils, and eosinophils lack immunological
specificity and memory but express membrane
receptors that recognize the Fc fragment of anti-
body. Fc receptor binding can effectively direct
these non-antigen-specific effector cells to a target
dictated by antibody specificity. Once localized to
the target cell, the secretion of lytic enzymes, tumour
necrosis factor and other cytotoxic substances by
effector cells mediates target cell killing, a process
known as ADCC. In common with CDC, ADCC is
thought to contribute considerably to the thera-
peutic effect of many anticancer mAbs.
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Figure 26.3 Potential mechanisms of action of therapeutic mAbs.
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26.5.4 Cell signalling and blockade

Therapeutic antibodies may be raised against a
variety of cell surface receptors expressed on the
surface of malignant cells. Upon receptor binding,
mAb can stimulate (i.e. provide growth inhibitory
or apoptotic signals) or block (i.e. prevent growth
signals) receptor signalling. The development of
Trastuzumab (Herceptin), a humanized IgG1 mAb
directed against the extracellular domain of the
HER-2/neu (c-erbB-2) epidermal growth factor
receptor (EGFR) and licensed for the treatment of
metastatic breast cancer is an example of this
approach (see also Section 26.6).
mAbs can be also be raised against key cytokines

or ligands and prevent cell–cell signalling through
their elimination or by preventing their binding to
target receptor. Of considerable interest are mAbs
that have been developed to mimic or block
ligand/receptor interactions that are capable of
promoting strong cellular immune responses
against tumours, irrespective of tumour antigen
expression. These molecules, among others,
include the immune cell co-receptors CD152
(CTLA4) and CD40. Normal signalling through
CTLA4 (cytotoxic T-lymphocyte antigen 4),
expressed on the surface of T cells down regulates
T-cell activation. Through the development of
mAbs which can bind and block CTLA-4 signal-
ling, it appears possible to promote T-cell activation
and proliferation and significantly enhance tumour
cytotoxicity (van Elsas et al., 2001). The targeting of
CD40 represents an alternative approach designed
to augment weak tumour antigen responses. CD40
is normally expressed on antigen-presenting cells
(APCs) and its stimulation by activated T-helper
cells empowers APCs to present antigen to and
activate responding cytotoxic T cells. Stimulation of
CD40 by therapeutic mAb can effectively bypass
the need for specific T-cell help and impressive
results with agonistic anti-CD40 mAbs have been
seen in syngeneic mouse models of malignancy
(French et al., 1999). A human phase I clinical trial
of a chimeric IgG1 anti-CD40 mAb is currently
underway. This approach to mAb therapy has a
number of advantages over conventional tumour
targeting. By selecting an antigen expressed by
the immune system rather than tumour itself, a
wide range of malignancies may be targeted
regardless of tumour antigen expression. An
additional advantage includes the potential for the
development of persistent, long-term, antitumour

immunological memory, a result in keeping with
animal models of anti-CD40 mAb treatment,
where treated animals were protected from further
tumour rechallenge without the need for further
mAb therapy (French et al., 1999). There are a
number of unknowns with this approach, not least
the worry about the induction of unwanted auto-
immunity; reassuringly, this was not encountered
in the published phase I trial of CD40 ligand ther-
apy that evaluated its safety and tolerability in the
treatment of a variety ofmalignancies (Vonderheide
et al., 2001).

26.5.5 Immunoconjugates—arming mAbs

Laboratory techniques exist to allow the conjuga-
tion of a wide variety of molecules to specific anti-
bodies and this approach is discussed below. Given
careful selection of tumour antigen, this technology
permits the selective delivery of an anticancer agent
directly to antigen expressing tumour cells with the
aim of maximizing delivery of the agent to tumour
and minimizing systemic toxicity.

Immunotoxins
A variety of plant and bacterial toxins have been
conjugated to mAbs and tested in pre-clinical and
early phase clinical trials as potential anticancer
therapies. These have included the potent ribosome
inactivating proteins ricin and saporin and bac-
terial toxins such as Pseudomonas exotoxin (Pai
et al., 1996; Flavell et al., 2001). These molecules are
highly toxic and without conjugation and selective
delivery by mAb, their systemic use would not be
feasible. Plant or bacterial toxins are potentially
immunogenic and antibody responses to toxin
immunoconjugates have been noted. Despite
selective toxin delivery, clinical trials have
encountered problematic toxicity, predominately
with vascular leak syndrome (Schnell et al., 2003).
This syndrome, manifested by widespread oedema
that may be dose limiting and severe, is thought to
be secondary to toxin-mediated endothelial injury.
Encouragingly, recent animal data suggest that
for ricin, it may be possible to modify a short
aminoacid motif in the ricin A chain and abolish
vascular leak syndrome without loss of tumour
cytotoxicity (Smallshaw et al., 2003).

Cytotoxic agents
A variety of conventional chemotherapy agents
have been conjugated to mAbs and some of these
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cytotoxic immunoconjugates have been evaluated
in clinical trials. Doxorubicin, an anthracycline
cytotoxic in routine systemic use, has been con-
jugated to a mAb that recognizes the oncofetal
antigen Lewis Y, expressed on many common solid
tumours. Pre-clinical testing revealed promising
activity but early phase clinical trials in the treat-
ment of breast and gastric malignancies have been
disappointing (Trail et al., 1993; Tolcher et al., 1999;
Ajani et al., 2000). The absence of significant clinical
activity may be related to the low proportion of
antibody (and therefore cytotoxic drug concentra-
tion) that can effectively localize to target; in con-
trast to conventionally administered doxorubicin,
the dose-limiting toxicities of the immunoconjugate
were found to be gastrointestinal rather than
haematological, a finding thought to be related to
normal tissue mAb binding. Gemtuzumab ozoga-
micin (Mylotarg), a humanized IgG4 mAb directed
against the CD33 antigen and conjugated to the
tumour antibiotic calicheamicin (an agent several
hundred-fold more potent than doxorubicin) has
met with more clinical success and is discussed
later (Section 26.6).

Antibody-directed enzyme-prodrug therapy
An alternative approach with the aim of selectively
delivering cytotoxic drug to the site of tumour is
known as antibody-directed enzyme-prodrug
therapy (ADEPT). This approach involves the
activation of a cytotoxic prodrug at the tumour
site by an enzyme that has been targeted to
tumour through its conjugation to specific mAb
(Figure 26.4). This approach has a number of the-
oretical advantages. Exceptionally high concentra-
tions of active drug can be selectively delivered to
any number of tumour sites while minimizing
active drug exposure to normal tissues (and hence
toxicity). In contrast to the delivery of mAb-toxin/
chemotherapy conjugates, a much larger number of
active cytotoxic molecules can, in theory, be gen-
erated at the tumour site by a single mAb–enzyme
conjugate. The generation of high concentrations of
active drug within the interstitial space of a tumour
site allows for effective drug diffusion and expos-
ure to adjacent tumour cells without the need for
antibody binding (by-stander effect). This can help
to overcome the limited diffusion capabilities of
antibodies within tumour sites and the consider-
able variability in intratumoral antigen expression.
However, in common with other immunoconju-
gates immunogenicity has been a problem. This

may be overcome through the use of human(ized)
mAbs and enzymes, an approach already being
undertaken (Bosslet et al., 1994). A number of early
phase I clinical trials have been undertaken and
clinical development is ongoing (Napier et al., 2000;
Francis et al., 2002). Some tumour responses have
been seen but myelosuppression appears to be dose
limiting, a feature likely to be related to diffusion
of activated drug from the site of tumour into the
systemic circulation.

Cytokines
A number of mAb immunoconjugates have been
developed to target cytokines such as interleukin 2
(IL2), interleukin 12 (IL12) and granulocyte/
macrophage colony-stimulating factor (GM-CSF)
to the tumour micro-environment with the aim
of enhancing the recipient’s immune response to
tumour whilst minimizing the substantial side-
effects that are associated with systemic cytokine
delivery (Penichet and Morrison, 2001). Promising
pre-clinical results have been achieved using this
approach to deliver IL2, a cytokine (normally
produced by responding T helper cells) able to
stimulate T cells to proliferate and become cyto-
toxic. Early clinical trials with IL2 immunoconju-
gates are ongoing.

Radioimmunotherapy
By arming antibodies with radionuclides, effective
tumour cell killing may be augmented through
the delivery of radiotherapy to both the target and
by-stander cells (tumour cells in close proximity,
but not bound by mAb) in addition to any endo-
genous, anti-tumour activity of the naked carrier
antibody (Illidge et al., 1999). mAb-targeted radio-
therapy, in common with ADEPT may overcome
some of the potential problems of variable tumour
antigen expression and poor mAb penetration in
poorly vascularized or bulky tumours. Clinical
studies in non-Hodgkin’s lymphoma of 90Yttrium-
labelled Ibritumomab, a radiolabelled anti-CD20
mAb, have demonstrated its superior efficacy
over naked mAb (Witzig et al., 2002) (see also
Section 26.6). Radioimmunotherapy is also under
investigation in the treatment of solid tumours.
Pemtumomab (Theragyn) is amurine IgG1mAb that
has been conjugated to the radioisotope Yttrium-90.
It binds specifically to a glycoform of MUC1
(CD227), a cell surface glycoprotein overexpressed
on the surface of epithelial tumour cells, including
ovarian, gastric, breast, and lung. The results of
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a recently completed large phase III study (SMART
trial) evaluating its efficacy in addition to standard
adjuvant therapy for epithelial ovarian carcinoma
are awaited. An alternative approach to radio-
immunotherapy that has been examined in early
clinical trials involves the use of tumour specific
mAbs conjugated to streptavidin (Cremonesi et al.,
1999). Tumour-selective delivery of radionuclide
can then be accomplished through its conjugation
to biotin, a molecule with extremely high affinity
for streptavidin.

26.5.6 Bispecific antibodies

Cytotoxic and T-helper cells are normally activated
following T-cell receptor recognition of processed
antigen in association with the major histo-
compatibility complex (MHC) displayed on the
surface of APCs. mAbs have been generated that
can bind to and activate the T-cell receptor inde-
pendent of MHC or antigen. Bispecific antibodies,
immunoglobulin constructs that can effectively
bind two epitopes, have been created that combine
this T-cell activating property in association with
an anti-tumour mAb. In doing so, bispecific anti-
bodies can activate and retarget cellular immune

responses towards a preselected, targeted tumour
antigen. T-cell activation in this situation requires
effective cross-linking by antibody and by design-
ing bispecific antibodies with only a single T-cell
arm, widespread T-cell activation can be limited;
only those bispecific antibodies that have bound to
tumour cells and are presented in amultimeric array
will effectively activate T cells. Bispecific antibodies
that can target natural killer cells (viaCD16/FcgRIII)
and macrophages (via FcaRI/CD89) have also been
designed. This approach is not limited to the recruit-
ment of cellular immunity; in theory, bispecific
antibodies can be designed to recruit and deliver an
array of cytotoxic agents such as radionuclides,
toxins, cytokines, and cytotoxic drugs (French et al.,
1995; Koelemij et al., 1999). Although this approach
has shown promising results in vitro, and in vivo
animal and human studies have met with more
limited success (Segal et al., 1999).

26.6 Successful antibody targeting:
mAbs licensed for clinical use

A number of mAbs are now in therapeutic use for
humans in the treatment of malignancy and their
role is discussed below. A much larger number of
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Figure 26.4 A schematic representation of antibody-directed enzyme-prodrug therapy (ADEPT) therapy. Inactive, non-toxic prodrug is converted
to active drug at the site of tumour by an enzyme conjugated to mAb. Active drug is able to diffuse to adjacent tumour cells not bound by mAb
(by-stander effect) in addition to a direct effect on tumour cells bound by mAb.
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mAbs are being evaluated in a range of phase I, II,
and III trials.

26.6.1 Rituximab

Four mAbs currently in routine clinical use recog-
nize cluster designation (CD) molecules expressed
by a variety of haematological malignancies. Ritux-
imab (Rituxan, Mabthera) was the first mAb to be
approved for the treatment of amalignant condition.
It was rapidly incorporated into clinical use and
quickly became the largest selling new anti-cancer
drug. Licensed for the treatment of B-cell lymphoma,
it is a chimeric IgG1 anti-CD20 mAb. CD20 is a
transmembrane protein expressed on normal and
malignant B cells but is absent from stem cells,
plasma cells, and non-lymphoid tissue. Rituximab
binds CD20 with high affinity and is thought to
achieve its clinical effects through the activation of
CDC, ADCC, and the induction of apoptosis (Reff
et al., 1994; Shan et al., 1998; Cragg et al., 2003). Both
normal and malignant B cells are targeted but the
regeneration of normal B cells frompluripotent stem
cells effectively leads to the selective depletion of the
malignant clone. Rituximab has demonstrated effi-
cacy in the treatment of both low and intermediate-
grade non-Hodgkin’s lymphoma (NHL), as a single
agent or in combination with standard chemother-
apy regimens. In the pivotal phase II study of
Rituximab therapy for follicularNHL, response rates
of 48% were achieved in relapsed disease, with
minimal toxicity (McLaughlin et al., 1998). Sig-
nificantly higher response rates have subsequently
been demonstrated in trials of first-line therapy
(Colombat et al., 2001). Retreatment with rituximab
at relapse seems well tolerated and effective with a
very low rate of human anti-chimeric antibody
(HACA) development (Davis et al., 2000). For
intermediate-grade NHL, a phase III study evaluat-
ing the treatment of diffuse large B-cell NHL in
elderly patients, demonstrated that the addition of
rituximab to standard CHOP (cyclophosphamide,
doxorubicin, vincristine, prednisone) chemotherapy
significantly improved response rates, event free
survival and overall survival without an increase in
clinically relevant toxicity (Coiffier et al., 2002).

26.6.2 131Iodine-Tositumomab and
90Yttrium-Ibritumomab

131Iodine-Tositumomab (Bexxar) and 90Yttrium-
Ibritumomab (Zevalin) also target the CD20

molecule but in contrast to rituximab have
been conjugated to radionuclides. Both 90Yttrium-
labelled Ibritumomab, a murine IgG2a anti-CD20
mAb (the parent mAb of Rituximab) and 131Iodine-
labelled Tositumomab, a murine IgG1 anti-CD20
mAb are in use for the treatment of relapsed or
refractory low-grade, follicular, or transformed
B-cell non-Hodgkin’s lymphoma. A randomized
phase III trial of 90Y-IbritumomabagainstRituximab
in patients with refractory or relapsed low-grade,
follicular or transformed NHL, demonstrated that
the addition of a radionuclide to naked mAb sig-
nificantly improved overall response rates and
complete response rates (Witzig et al., 2002). Treat-
ment with 90Y-Ibritumomab was well tolerated
but was associated with an increased incidence of
reversible myelosuppression.

26.6.3 Gemtuzumab ozogamicin

Gemtuzumab ozogamicin (Mylotarg) is a human-
ized IgG4 mAb conjugated to novel enediyene
tumour antibiotic, calicheamicin. It is directed
against another CD molecule, CD33, a sialic-acid-
binding Ig-like lectin found on the surface of
80–90% of acute myeloid leukaemia (AML) cells
and myeloid progenitor cells. It is licensed for the
treatment of first relapse, CD33 expressing AML in
elderly patients. In common with CD20 it is not
expressed on pluripotent stem cells or normal
non-haematopoietic tissues (Dinndorf et al., 1986).
Calicheamicin becomes inactivated when con-
jugated to a mAb but is selectively reactivated
within the tumour following receptor binding
and antibody internalization. Calicheamicin is
an extremely potent inducer of double-stranded
DNA breaks (Zein et al., 1988). Remission rates of
30% have been demonstrated using Gemtuzumab
ozogamicin in patients with relapsed AML
although significant myelosuppression and hepato-
toxicity due to veno-occlusive disease have been
encountered (Sievers et al., 2001).

26.6.4 Alemtuzumab

Alemtuzumab (Campath-1H) is a humanized IgG1

mAb directed against the CD52 antigen, a glyco-
peptide highly expressed on the majority of normal
andmalignant B and T lymphocytes but not normal
stem cells. It is thought to achieve its therapeutic
effects through a combination of CDC and ADCC
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(Heit et al., 1986; Dyer et al., 1989; Greenwood et al.,
1993). It is licensed for the treatment of patients
with B-cell chronic lymphocytic leukaemia who
have been treated with alkylating agents and have
failed fludarabine therapy. In a large phase II study,
objective response rates of 33% were seen (Keating
et al., 2002). In contrast to rituximab, the treatment
of B-CLL by alemtuzumab is associated with
significant levels of immunosuppression and an
increased risk of infective complications. A pro-
portion of these infections are opportunistic in
nature, a finding at least in part related to the T-cell
depletion that results from alemtuzumab treat-
ment. This property of alemtuzumab has been
exploited in studies evaluating the effects of T-cell
depletion in allogeneic bone marrow transplant
grafts (Hale et al., 1998).

26.6.5 Trastuzumab

Trastuzumab (herceptin) is approved for the treat-
ment of metastatic breast cancer and is a human-
ized IgG1 mAb directed against the extracellular
domain of the HER-2/neu (c-erbB-2) EGFR.
HER-2/neu is overexpressed on approximately
25% of breast cancers and its overexpression cor-
relates well with a number of adverse histological
prognostic factors that include tumour grade, size,
ploidy, and lack of steroid receptor expression
(Slamon et al., 1987). The antibody shows moderate
efficacy with a response rate of around 15% when
used as a single agent in the treatment of metastatic
breast cancer (Cobleigh et al., 1999). When com-
bined with conventional cytotoxic chemotherapy,
trastuzumab and has been shown to provide sig-
nificant additional benefit. In the pivotal phase III
trial, combination therapy resulted in significantly
higher response rates, longer median duration of
response, better one year survival rates and
improved overall survival (Slamon et al., 2001). The
effects of trastuzumab are likely to be mediated
through a number of mechanisms that include
signal blockade and immune effector recruitment
(Sliwkowski et al., 1999; Harries and Smith, 2002)
Of note, trastuzumab, particularly when used in
combination with anthracycline chemotherapy, has
been associated with an increased incidence of
cardiac dysfunction. The basis for the observed
cardiotoxicity is, as yet, not fully explained.
HER-2/neu is also overexpressed on a number of
other epithelial malignancies that include lung,
prostate, ovary, and gastrointestinal tract and

clinical trials using trastuzumab in these diseases
are underway.

26.7 Antibodies in development and
target antigens

In addition to those mAbs in routine clinical use, a
large number of therapeutic anticancer mAbs are in
pre-clinical development and many are being
evaluated in clinical trials. Interest has been
focused on a number of tumour antigens that
include cell surface receptors, oncofetal antigens,
and cellular adhesion molecules, in addition to
antigens associated with tumour neovasculature.
A selection of these mAbs is discussed below in
relation to their target antigens.

26.7.1 Growth factor receptors

In common with HER-2/neu, HER-1 is a member
of the EGFR family and the target of cetuximab
(erbitux) a chimeric IgG1 mAb. HER-1 is implicated
in tumour cell invasion, proliferation, metastasis,
and angiogenesis and its blockade by cetuximab is
associated with clinically useful activity in a num-
ber of solid tumours (Baselga, 2001). Cetuximab has
shown therapeutic efficacy as a single agent or in
combination with radiotherapy or chemotherapy
and its evaluation continues in phase III trials of
the treatment of colorectal cancer and head and
neck cancer.

26.7.2 Oncofetal antigens

Carcinoembryonic antigen (CEA) is one of the best
known and most extensively studied oncofetal
antigens. Oncofetal antigens are proteins normally
expressed transiently during embryonic develop-
ment of normal tissues that are also expressed on
the surface of many malignant cells. CEA is
expressed on the cell surface of many adenocarcin-
omas, particularly those of the gastrointestinal tract
and its measurement in serum is a useful marker in
the clinical management of colorectal cancer. CeaVac,
a murine IgG anti-idiotype mAb, is currently
being evaluated in phase III clinical trials. In con-
trast to other therapeutic mAbs, the approach of
CeaVac is one of vaccination rather than direct
mAb-mediated therapy. CeaVac is an anti-idiotype
antibody that acts as an image of the true CEA
antigen. It was developed by immunizing Balb/C
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mice with a mAb (8019) against human CEA to
produce a mAb recognising the idiotype of the
8019 mAb (Bhattacharya-Chatterjee et al., 1990).
Following administration, it can act as a surrogate
tumour antigen and lead to the development of
‘anti-anti-idiotype’ antibodies that in turn recog-
nize and bind the original tumour antigen CEA.
Clinical studies have shown that administration of
CeaVac is associated with the development of a
potent humoral and cellular response against CEA
in patients with resected colorectal cancer (Foon
et al., 1999). Disappointingly, a recent phase III
clinical trial has failed to show any significant
survival benefit following the addition of CeaVac to
5FU-based chemotherapy for metastatic colorectal
cancer, despite the development of anti-CeaVac
antibodies in more than 75% of patients treated
(Bhatnagar et al., 2003). Antibodies to a number of
other oncofetal antigens are currently being evalu-
ated. These include the Lewis X and Y antigens and
tumour-associated glycoprotein-72, expressed on
a variety of common solid tumour types.

26.7.3 Cellular adhesion molecules

A variety of antigens associated with cellular
adhesion molecules have been identified as poten-
tial targets for therapeutic mAbs. Edrecolomab
(panorex) is a murine IgG2a mAb that recognizes
Ep-Cam (17-1A antigen), an epithelial cellular
adhesion molecule expressed on normal epithelial
cells and various malignancies. Following the
publication of a Phase III clinical trial demonstrat-
ing its efficacy as adjuvant therapy in the treatment
of surgically resected Duke’s C colorectal cancer,
edrecolomab was licensed for this indication in
Germany (Riethmuller et al., 1994). However, initial
clinical optimism has been met with disappoint-
ment following the results of a subsequent, much
larger European study that has shown it to be
inferior to standard chemotherapy and that its
addition to chemotherapy does not improve overall
or disease-free survival (Punt et al., 2002). The
targeting of endothelial cell adhesion molecules
in an attempt to disrupt tumour angiogenesis
is also under investigation. Target molecules
include the integrins (aVb3/ aVb5), E-selectin,
platelet/endothelial-specific cell adhesionmolecule
(PECAM) and vascular endothelial cadherin. Pre-
clinical and clinical trials are in varying stages of
development.

26.7.4 Tumour vasculature

Targeting tumour vasculature is an attractive
alternative approach to cancer therapy with
potential application to a broad spectrum of
tumours. Vascular endothelial growth factor
(VEGF) a potent pro-angiogenic factor produced by
many types of tumour cells has been targeted by
Bevacizumab, a humanized IgG1 mAb currently in
phase III clinical trials for the treatment of a variety
of solid tumours. A recently reported phase III
trial of Bevacizumab in the first line treatment
of colorectal cancer has shown that the addition of
this mAb to chemotherapy results in significantly
improved survival, progression free survival,
response rate and duration of response compared
to chemotherapy alone (Hurwitz et al., 2003).
Therapeutic mAbs against basic fibroblast growth
factor (bFGF), another potent endothelial cell
mitogen, are also in development.

26.8 Problems with antibody therapy

Although mAbs have shown great promise in the
treatment of a cancer, a number of problems have
been encountered that have limited their success.
Tumour masses generally sit within a dense pack-
ing of stromal tissue, are poorly vascularized and
lack a lymphatic circulation. These factors make
effective delivery of mAb to target antigen difficult
and represent one way in which tumours can avoid
effective therapy. Tumour antigens may be inter-
nalized or shed by cells with a resultant decrease in
tumour cell expression and circulating free antigen.
Shed antigen is an easy target for circulating mAb,
effectively reducing the quantity of mAb that can
reach the malignant cell and potentially increasing
mAb toxicity. If therapeutic mAb is able to penet-
rate tumour, the expression of a target antigen may
be highly variable among cells within a tumour or
within histologically related tumours in different
individuals. Poor targeting of cells with low or
absent antigen expression will limit response to
treatment and may lead to treatment resistance.
The direct arming of mAbs and utilization of the
‘by-stander effect’ through the development of
immunoconjugates is one approach that has been
taken to try and overcome the problems of poor
antibody penetration and low tumour antigenicity.
Antibody immunogenicity has been an additional
problem encountered during the development of
mAb therapy. HAMA responses are commonly
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encountered following multiple infusions of mouse
mAbs and will adversely affect the clinical efficacy
and half-life of antibody. HAMA responses are
also implicated in the clinical symptoms of allergy
and anaphylaxis. Chimerization, humanization and
the production of fully human antibodies have
dramatically reduced the incidence of this neut-
ralizing antibody response, although the addition
of cytotoxic conjugates in an attempt to improve
therapeutic efficacy may once again increase
immunogenicity.

26.9 Conclusions

The development of specific mAbs able to select-
ively target malignant cells has heralded a new era
in the development of cancer immunotherapy. The
production of murine mAbs, their subsequent chi-
merization and humanization and, latterly, the
production of fully human mAbs, has allowed the
development of a wide variety of generally safe,
clinically useful therapies able to produce clinical
benefit through a variety of mechanisms that
include direct cell signalling, receptor/ligand
blockade, recruitment of immunological effectors
and the delivery of immunoconjugates. Given the
large number of mAbs currently undergoing pre-
clinical development and being evaluated in clin-
ical trials, the indications for mAb therapy are set to
increase dramatically.
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27.1 Introduction

Immunotherapy has the potential not only to
destroy tumours but also to engender life-long
immunity. Furthermore for a small proportion of
tumours with viral ethiology, it may be possible to
prevent malignancy by prophylactic vaccination.
Immunotherapy is a most important and rapidly
growing area in applied cancer research and is no
longer at the fringe of biological science or restric-
ted to in vitro and pre-clinical systems. Rather,
immunotherapy is now being explored as a clinical
option for all malignancies, and for some diseases it
is already the front-line therapy of choice. This
chapter brings together some of the most significant
advances with promising experimental concepts,
placing them in the context of our growing
understanding of oncology and immunity.

27.2 Specific Immunotherapy

Antigenic-specificity is conferred by highly poly-
morphic receptor systems of the B-cell receptor (or
antibody), the T-cell receptor (TCR), and the major
histocompatibility complex (MHC). Both passive

and active antibody-based immunotherapies are
discussed in Chapter 26, and so this section will
focus on advances relating to the cognate recogni-
tion by lymphocytes of antigen (Ag) in the context of
MHC. There is an established body of evidence
showing that cytotoxic T lymphocytes (CTL) are
crucial for controlling tumour growth. CTL recog-
nize small antigenic peptides when associated with
cell-surface MHC (also termed human leucocyte
antigen—HLA)molecules. PeptideAg or ‘epitopes’,
generated by cytosolic proteolysis, are transported
via the endoplasmic reticulum before export to the
cell surface. Numerous reports testify that animals
can be immunized against tumours by exploiting
theHLA/TCR interaction. However, themajority of
Ag explored in these systems were, until recently,
foreign (i.e. mutated, viral, or model Ag such as
ovalbumin). The process of generating immunity
against such foreignAg is relatively straightforward
when compared to priming T-cell responses against
Ag from the majority of naturally arising tumours.
Most tumours do not express truly unique Ag and
therefore ‘appear’ to the immune system as self,
indistinguishable from normal cells. Although self-
reactive T and B cells are abundant in the periphery
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of healthy individuals they fail to react because they
have low affinity, are tolerized or anergized in the
periphery, or the Ag are poorly presented. Despite
this, self-reactive lymphocytes are the arsenal
which must be recruited for specific cancer immu-
notherapy. Correspondingly there is concern over
the potential for autoimmune pathology in normal
tissues. Indeed autoimmunity is occasionally
observedwith specific-immunotherapy (e.g. vitiligo
in malignant melanoma patients). However, this is
usually mild and self-limiting in that pathology
arrests once vaccination ceases. Tumours and nor-
mal cells are poorly immunogenic and are not likely
to be able to perpetuate vaccine-induced immunity,
therefore autoimmunity is not presently a limiting
factor for immunotherapy. Rather the lack of
immunogenicity makes tumours poor targets for
activating CTL responses.

27.2.1 Human tumour antigens

It was not until surprisingly recently that Boon and
co-workers defined the first human tumour Ag at
the molecular level and the approach they pion-
eered was set to revolutionize tumour immunology
(van der Bruggen 1991). Cytolytic effectors, gener-
ated from patient’s blood by cloning T cells in the
presence of autologous tumour cells, were used
to screen HLA-matched cells transfected with a
cDNA library derived from the patient’s tumour.
Ultimately a single cDNA was identified which
corresponded with the target epitope recognized
by the lytic CTL clone. The cDNA derived from the
melanoma antigen (MAGE) gene and contained
within the translated protein was a small target
peptide that bound to HLA-A1. Interestingly, when
compared to normal cells, the MAGE gene from
tumour cells was identical, and therefore the reason
MAGE served as a tumour associated Ag (TAA) lay
down-stream of genetic coding. Recently the
number of defined TAA has increased and
nowhere is this more evident than in melanoma
research (Table 27.1). Tumour Ag are categorized
according to their origin:

� Viral: In tumours with viral ethiology viral
proteins serve as targets (e.g. HPV/cervical carcin-
oma). However, virally induced tumours comprise
only aminor portion of cancers andAg expressed by
the bulk ofmalignancies aremore difficult to utilize.
� Tumour-specificmutated: Aswith viral Ag, these
provide a unique motif for immune recognition.

Mutations exist in many proteins, for example,
b-catenin, CDK-4, Hsp70, and KIAA0205. This
group also includes proteins arising from translo-
cation such as Bcr-abl. However, mutations are
frequently unique to individuals and hence of
limited use.
� Tumour-specific shared: Although not
expressed by normal tissue, these are expressed
on a range of tumours. Wide-spread expression
makes them useful for generic vaccines. This group
includes MAGE-1, BAGE, GAGE, RAGE, NY-ESO,
and mucins MUC-1 and -2.
� Differentiation: Comprising the bulk of poten-
tially useful TAA these lineage specific markers
include tyrosinase, CEA, MC1R, MART-1/MelanA,
and PSA. They are particularly useful targets when
the target organ is non-essential (e.g. prostate),
however, as they are not unique to tumour cells,
their use carries the risk of autoimmunity against
normal tissues.
� Overexpressed: A similar risk is associated with
‘overexpressed’ Ag, for example, HER2/neu, p53,
PRAME, and telomerase (HTERT). Nevertheless,
auto-immunity has not been a limiting factor in
their use in trials to date.

As CTL recognize epitopes bound to HLA class I,
the vast majority of defined Ag are restricted to
class I. However, a small number of class II-
restricted epitopes have been identified (e.g. for
MAGE-A3, NY-ESO-1) and recent studies suggest
that tumour-specific class-II ‘helper’ epitopes are
important for optimal immunity (Marzo 2000,
Su 2002). Tumour-specific CD4þT cells are found
in a range of malignancies including breast, colon,
and malignant melanoma and the T-cell help they
provide is essential for improving the quality and
quantity of CTL responses. The precise role played
by specific CD4þT cells at the tumour site remains
unclear. However, it is thought that they play a key
role in the effector phase, enhancing the local
expansion of specific CD8þCTL at the tumour site,
augmenting HLA class I expression on tumour
cells, and providing memory (Hung 1998, Janssen
2003). Vaccination with tuberculin PPD or tetanus-
toxoid provides help at the priming phase of CTL
responses. However, only with tumour-specific
help is assistance provided at effector phases. In
addition, CD4þT cells can lyse target cells by
reacting with peptides presented by class II molecu-
les (Manici 1999). One example is the cytolysis
of MAGE-A3 expressing HLA-DP4þ tumours by
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CD4þ CTL specific for the MAGE-A3247–258 peptide
(Schultz 2000). However, there is a paucity of
defined CD4þTAA and at present only limited
immunotherapeutic advances can be made.

27.2.2 Genetically enhanced T cells

Administration of tumour-specific CTL yields clin-
ical responses but is fraught with difficulty. There is
a paucity of tumour-specific T cells and obtaining
sufficient quantities for treatment is almost imposs-
ible. Despite significant technological advances for
ex vivo CTL purification (notably tetrameric-HLA
complexes and magnetic selection) isolating CTL
that retain viability, specificity, and lytic function

remains challenging. Lastly, although it is possible
to expand CTL in vitro and even generate immor-
talized T-cell lines or clones this is technically chal-
lenging, time-consuming, and has a poor success
rate in most laboratories. With advances in gene-
manipulation it is now possible to re-engineer
T cells for adoptive transfer (reviewed Sadelain
2003). First, the antigenic-specificity is redirected
by genetic introduction of physiological T-cell
receptor chains or hybrid Ag receptors. Second, T
cells are modified to secrete cytokines or express
performance-enhancing adhesion or co-stimulatory
molecules. Lastly, genetically modified T cells are
engineered to incorporate unique markers to allow
tracking or suicide genes for deletion.

Table 27.1 Defined melanoma antigens and epitopes

Antigen HLA type Epitope

MART1 A2 AAGIGIL TV
MART1 A2 ILTVILGVL
MART1 B45 AEEAAGIGIL
MART1 B45 AEEAAGIGILT

gp100 A2 KTWGQYWQV
gp100 A2 AMLGTHTMEV
gp100 A2 MLGTHTMEV
gp100 A2 SLADTNSLAV
gp100 A2 ITDQVPFSV
gp100 A2 LLDGTATLRL
gp100 A2 YLEPGPVTA
gp100 A2 VLYRYGSFSV
gp100 A2 RMLKQDFSV
gp100 A2 RLPRIFCSC
gp100 A3 LIYRRRLMK
gp100 A3 ALNFPGSQK
gp100 A3 SLIYRRRLMK
gp100 A3 ALLAVGA TK
gp100 A24 YVFFLPDHL
gp100 Cw8 SNDGPLI

Tyrosinase A1 HSTNGVTRIY
Tyrosinase A1 KCDICTDEY
Tyrosinase A2 SSDYVIPIGY
Tyrosinase A2 YMDGTMSQV
Tyrosinase A2 MLLAVLYCL
Tyrosinase A24/B44 SEIWRDIDF

TRP-1 A31 MSLQRQFLR

TRP-2 A2 SVYDFFVWL
TRP-2 A2 TLBSQVMSL
TRP-2 A31/33 LLGPGRPYR
TRP-2 Cw8 ANDPIFVVL

TRP-2 6 bis A2 ATTNILEHY

NA88-A B13 MTQGQHFLQKV

Antigen HLA type Epitope

PSM A1 HSTNGVTRIY
PSA A1 VSHSFPHPLY
PSA A2 FLTPKKLQCV
PSA A2 VISNDVCAQV

MAGE-A1 A1 EADPTGHSY
MAGE-A1 A3 SLFRAVITK
MAGE-A1 A24 NYKHCFPEI
MAGE-A1 A28 EVYDGREHSA
MAGE-A1 B37 REPVTKAEML
MAGE-A1 B53 DPARYEFLW
MAGE-A1 Cw2 SAFPTTINF
MAGE-A1 Cw3/16 SAYGEPRKL

MAGE-A2 A2 KMVELVHLF
MAGE-A2 A2 YLQLVFGIEV
MAGE-A2 A24 TFPDLESEF
MAGE-A2 A24 IMPKAGLLI

MAGE-A3 A1 EADPIGHLY
MAGE-A3 A2 FLWGPRALV
MAGE-A3 A24 TFPDLESEF
MAGE-A3 A24 IMPKAGLLI
MAGE-A3 B44 MEVDPIGHLY
MAGE-A3 B53 WQYFFPVIF

MAGE-A4 A2 GLYDGMEHL

MAGE-A6 A34 MVKISGGPR

MAGE-A12 Cw7 VRIGHLYIL

BAGE Cw16 AARAVFLAL

GAGE A29/Cw6 YYWPRPRRY

NY-ESO-1 A2 SLLMWITQCFL
NY-ESO-1 A2 QLSLLMWIT
NY-ESO-1 A31 ASGPGGGAPR

MC1-R A2 TILLGIFFL
MC1-R A2 FLALIICNA
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A number of functional T-cell gene transductions
have been made with constructs encoding ab-TCR
specific for human TAA. These include MART1/
Melan-A, MAGE-A1, MDM2, and LMP2 (Clay,
1999; Kessels, 2001). However, there are drawbacks
to the TCR-transgenic approach. To generate T cells
for routine use would require engineering discrete
TCR-constructs for differentHLA-types and there is
a risk of unwanted pairing between transgenic and
endogenous TCR chains and acquisition of
unknownAg-specificity. One alternative is chimeric
receptors that combine an Ag-binding motif with a
transmembrane domain endowed with signalling
activity for T-cell activation. Antigen-binding
motifs are provided by specific single-chain vari-
able fragments (scFv) of immunoglobulinmolecules
and phage-display libraries are used to redirect
T-cell specificity (Willemsen, 2001). Chimeric recep-
tors exist to a wide-range of Ag, for example, CEA,
HER2/neu, PSMA, CD19 (B cell malignancies), and
tumour neovasculature using chimeric receptors to
VEGF-R2. For signal transduction, the majority of
constructs fuse intracellular signalling domains
from CD3z or FceRIg chains to the Ag-specific
receptor (Ren-Heidenreich, 2002). One further
refinement is the use of CD28 signalling domains
(alone or in concert with CD3z chain) to substitute
for genuine co-stimulation due to the frequent
absenceofCD80ontumours(Maher,2002).Chimeric
Ag-receptors offer important advantages over
physiological TCR in that they do not require
Ag-processing and presentation. Components of
the Ag-processing and presentation systems are
frequently deregulated in malignancy rendering
tumour cells able to escape immune recognition.
Furthermore, chimeric receptors can be generated
which recognize epitopes not normally ‘seen’ by
TCR such as lipid and carbohydrate moieties. In
contrast to TCR-constructs, chimeric receptors can
be used in a broad range of patients because they
are not HLA-restricted and there is no risk of
unexpected receptor specificity.

27.2.3 The importance of dendritic cells

The archetypal Ag-presenting-cell (APC) is the
dendritic cell (DC), of which there are several sub-
types (Banchereau, 1998). DC are the immune-
systems ‘nerve-centre’, regulating both innate and
acquired aspects and balancing homeostatic toler-
ancewithactivatinglymphocyteresponses.Although
other professional-APC exist (B cells, macrophages)

these cannotmatch theDCat inductionofnaı̈veT-cell
responses. Therefore, in order to generate effective
CTL responses, TAA need to reach the cytoplasm
of DC for presentation on their surface. Many
immunotherapy trials have been conducted with
tumour-derivedmaterial, including peptide, protein,
irradiated tumour cells, and nucleic acid. One
limitation with these approaches is that the material
must encounter DC in order to be processed and
presented appropriately. Therefore an increasing
number of strategies rely on adoptive transfer of
antigenically modified DC (Figure 27.1) including:

(1) loading cell-surface HLA molecules with
tumour-peptides
(2) transducing DC with gene therapy vectors
(viral, bacterial, plasmid DNA)
(3) fusing DC with the patient’s tumour cells
(4) transducing DC with tumour-derived mRNA.

There are also a number of approaches by which
Ag can be targeted to DC without ex vivo manip-
ulation. These involve generating fusion molecules
in which Ag is linked to a targeting molecule with
specificity for DC. Targeting moieties of current
interest include:

(1) antibodies to cell surface markers, for example,
DEC-205, CD83. Although these structures have
been used successfully to target Ag to DC they fail
to deliver activating signals and hence are poorly
immunogenic. Other cell-surface targets such as
CD40 may provide useful signals;
(2) cytokine receptors, for example, GM-CSF
which serves both to activate DC and deliver Ag
to the endosomal compartment;
(3) heat shock proteins (hsp), for example, HSP60,
HSP70, HSP110. Heat shock proteins are chaper-
ones and frequently complexed with antigenic
peptides. They not only deliver Ag to HLA class I
but mature DC by binding to toll-like receptors
(TLR) (e.g. TLR4/HSP60).

As understanding of DC increases there is growing
interest in the optimal ‘type’ of DC and the ‘stage’
of maturation at which it should be used. There
are several subsets or lineages of DC, the best
characterized of which are myeloid/DC1 and
plasmacytoid/DC2 (Figure 27.2). These differ in
cell-surface phenotype, cytokine secretion, and con-
sequently have important functional differences.
Differentiation of naı̈ve Th1 cells are preferentially
primed by DC1 while Th2 cells are driven by DC2.
The stage at which naı̈ve T-cells encounter DC
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is critical for determining the outcome of events.
Encounter with a mature DC will likely prime
immunity, while encounter with immature DC
leads to anergy (Figure 27.2). A key advance in our

understanding is the appreciation that DC do not
solely exist in ‘ON’ or ‘OFF’ states, rather they
progress through intermediate stages where they
are termed semi-mature DC which may bias the

• Tumour/DC fusion
• Tumour protein
• Tumour mRNA
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Mononuclear cells
CD34+ stem cells

Immature DC

Mature DC

Identification of
novel TAA
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Differentiation
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Figure 27.1 Cancer immunotherapy and DCs.
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Figure 27.2 DCs subsets and maturation stage.
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induction of regulatory T cells (Tr) (see Chapter 20).
Therefore for cancer immunotherapy it is desirable
that the DC is mature before encounter with naı̈ve
T cells, however, this presents a problem. While
injection of immature DC may not prime immunity
or may even induce anergy (Dhodapkar, 2001),
there are concerns that full-maturation of DC
impairs trafficking to lymph-nodes upon adopt-
ive transfer. Research is underway to provide
Ag-loaded DC transduced with cDNA encoding
maturation factors (e.g. cytokine), such that mat-
uration occurs after re-injection and migration to
draining nodes. The route by which DC are injected
also impinges upon immunity with Th1 responses
only effectively arising following intradermal (i.d)
or intralymphatic (i.l) delivery (Fong, 2001).

27.2.4 Peptide vaccines

Empty HLA molecules do not persist on the cell
surface, however, peptides load onto HLA by
competing with existing peptides. Incubating DC
with TAA-peptides renders them highly efficient
inducers of CTL responses in vitro and in vivo. This is
one of the most extensively applied DC-based
approaches to date, however, despite safety,
success is limited with response rates < 20%. The
majority of peptide trials are undertaken in mela-
noma, although other studies have been conducted
with cervical and breast carcinoma. Marchand
et al. (1999) employed the HLA-A1-restricted
MAGE-3161–169 epitope administered s.c. and i.d. to
39 melanoma patients. At the study’s conclusion,
7/25 exhibited significant regression and received
further rounds of vaccination. Ultimately three of
these achieved complete response (CR) which was
durable (>2 years) in two despite the absence of
detectable MAGE-3-specific CTL. More recent
studies used combinations of peptides restricted by
a range of HLA (Scheibenbogen, 2000). The com-
bination of cytokine adjuvant (e.g. IL-2) and pep-
tides may offer advantages over peptide alone
(Rosenberg 1998). However, significant clinical
responses were achieved at the expense of detect-
able gp100-specific CTL raising questions regarding
the mechanism of action.
There are a number of reasons why purified

peptide vaccines yield disappointing results. First,
in the absence of adjuvant, peptide-vaccines will at
best be weakly immunogenic. Second, although
peptides effectively generate CTL that kill peptide-
pulsed targets in the laboratory, these CTL are of

low-quality when required to destroy cells dis-
playing endogenously processed Ag. Third, most
trials have used ‘immunodominant’ peptides, that
is, those which bind tightly and stably to HLA.
However, these peptides are not ideal candidates for
tumour vaccines. The choice of immunodominant
peptides largely reflects the technical approaches
frequently employed to identify epitopes. However,
there are several reasons why peptides such as
the HLA-A2-binding peptide of MART-1/MelanA
are not ideal. Importantly, there may be a paucity
of CTL precursors specific for immunodominant
epitopes as the T-cell pre-cursors are deleted
during thymic-education. Furthermore, even if a
substantial pool of naı̈ve CTL escape deletion they
are likely to be tolerized in the periphery. Lastly,
one important aspect of peptide selection is the
antigen-processing mechanism responsible for
generating the epitope. The outcome of antigen-
processing is sometimes different in tumour cells
compared to DC. This is because the proteasome
which is largely responsible for epitope generation
is modified in APC in response to pathogen-
associated molecular patterns (PAMP) or pro-
inflammatory cytokines, for example, IFNg. Such
‘cryptic’ epitopes are therefore of little use as vac-
cines and there is now a requirement for identi-
fication of useful epitopes to include confirmation
of their generation in tumour cells.

Because of the short half-life of peptides attention
has turned to adoptive transfer of peptide-pulsed
DC. The study of Thurner (1999) employed three,
two-weekly injections of MAGE-3161–169-pulsed DC
(s.c and i.d. routes) followed by two other i.v.
injections. CTL responses were noted in 8/11 HLA-
A1þmelanoma patients and regression in 6/11
individual metastases despite overall progression.
One important aspect of this type of immunother-
apy is immune-escape. Thurner’s study found that
persistent metastases lacked MAGE-3 mRNA and
infiltrating CTL, in contrast to regressing lesions.
The use of multiple epitopes, restricted by more
than 1 HLA molecule aims to tumour escape.
Fourteen melanoma patients were immunized
with 5� 106–5� 107 DC derived from CD34þ

precursors loaded with MART-1, gp100, tyrosinase,
MAGE-1, and MAGE-3 peptides (depending on
HLA-type) (Mackensen 2000). A number of
patients displayed changes in immune status,
namely peptide-specific DTH, increased CTL
frequency and vitiligo, while 1/14 had no residual
disease after resection of metastases.
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27.2.5 Gene-modified DC vaccines

Genetically modified vaccines deliver TAA genes
and provide a means to generate specific CTL
responses with the option of antibody if desired.
By delivering only genes encoding the particular
TAA against which immunity is desired, some of
the limitations and risks of other approaches are
negated. No matter which approach is adopted, the
vaccine must still access DC for optimal immunity.
There are now a number of means by which gene-
encoded TAA are introduced into DC (e.g. plasmid,
virus, bacteria). All these vectors have PAMPs to
deliver activating ‘danger’ signals transmitted via
pattern recognition receptors (PRR) such as the TLR
family (Underhill 2002). TLR are specific for a wide-
range of danger signals used in immunotherapy
including bacterial DNA (TLR9), viral RNA (TLR3),
mycobacterial lipoarabinomannan (TLR2), TLR9
(CpG motifs), lipopolysaccharide, and heat-shock
proteins (TLR4). Activation of TLR triggers NF-kB
and MAPK signalling pathways, a crucial event to
enable T-cell priming and activation.

Viral vaccines
A number of viral vectors have been generated
with safe profiles for use in immuno-compromised
cancer patients, for example, attenuated retrovirus,
adenovirus, alphavirus, and vaccinia virus (Bonnet,
2000). However, repeated immunization with one
vector is commonly limited by strong anti-vector
responses. Strong anti-viral immunity can lead to
lethal immune-mediated pathology and ‘diverts’
the focus of CTL activity away from tumours.
Attenuated adenoviruses and vaccinia notably
induce particularly strong immune responses,
while replication defective retrovirus have been
developed for safety and poxviruses have a
restricted host range, do not replicate in human
cells and can be given repeatedly. Many viral vec-
tors engineered to express TAA are already in
clinical trial with some success although most
studies are only in phase I/II (reviewed Bonnet,
2000; Moingeon, 2001). As with peptide-vaccines,
although specific CTL are frequently noted there
is little correlation with objective clinical responses.
Heterologous prime/boost strategies using
combinations of vectors and/or route offer a more
advanced approach and avoid limiting anti-vector
immunity. Further advances include agents
such as ‘CEA-TRICOM’, recombinant vaccinia,
and fowlpox vectors engineered to express CD54,

CD80, and LFA-3 co-stimulatory molecules as well
as TAA.

DNA vaccines
Plasmid DNA-vaccines are safe, inexpensive
(cheap to engineer and stable), and effective in
pre-clinical models. They operate via direct trans-
fection of DC where the TAA cDNA is expressed
andprocessed for presentation to T cells. This can be
enhanced by biolistic delivery, propelling DNA-
coated gold microparticles through the skin into
resident dermal Langerhans cells. Although unme-
thylatedCpGmotifs act as adjuvant and they trigger
specific CTL, DNA is not as immunogenic as virus
or bacteria. This may account for the somewhat
disappointing clinical results with DNA cancer
vaccines. A recent study with plasmid encoding
CEA and HBSAg in 17 patients with colorectal
metastases failed to generate CEA-specific anti-
bodies or objective clinical responses (Conry, 2002).
Studies directing immune responses against mul-
tiple epitopes from a number of TAA are currently
underway. Such polyepitope DNA-vaccines have
already been shown in pre-clinicalmodels to induce
a broader range of CTL-specificities and it is hoped
theywill address the issue of immune-escape due to
antigenic modulation. A combination of DNA-
prime with recombinant fowl-pox-boost (notably
modifiedvaccinia virusAnkara—MVA) is aparticu-
larly effective way of harnessing the positive
properties of both vectors (Robinson, 1999). A het-
erologous prime/boost trial is underway in patients
with malignant melanoma using plasmid DNA/
recombinant MVA both engineered to encode a
polyepitope vaccine. More recently, and still at the
pre-clinical stage, recombinant bacteria have been
used to deliver DNA vaccines. Indeed bacteria
such as Salmonella effectively deliver plasmid
DNA directly in to APC. Specificity is provided by
mammalian promotor/enhancer elements and
translation ismaximized byusinghumanoptimized
codons (reviewed Dietrich, 1999).

Bacterial vaccines
In contrast to classical dogma, antigen from intra-
cellular bacteria is efficiently delivered to HLA class
I molecules via alternate antigen processing path-
ways. Intracellular bacteria are taken up and
degraded in phagosomes. Intracellular bacteria (e.g.
Listeria monocytogenes, Shigella flexneri) escape the
phagosome entering the cytosol and accessing the
classical class I pathway. Extracellular bacteria like
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Escherichia coli also deliver to the HLA class I path-
way in a variety of antigen presenting cells (Radford
2003). A more detailed discussion of the antigen
processing pathways employed by bacteria is pro-
vided in Cheadle and Jackson (2002). Since the
realization that bacteria deliver Ag to HLA class I
and class II there has been much interest in their
use as vaccines. Although there are no published
bacterialanti-tumourspecificvaccinesinclinical trial
there are promising pre-clinical results. Salmonella
typhimurium invades the intestinal epithelium,
is phagocytosed by underlying DC and primes
T-cell responses. The type III secretion system that
Salmonella uses to invade epithelium also facilitates
entry of recombinant Ag to the class I pathway
thus conferring protection against lethal viral
challenge. Perhaps the most important advance is
the development of Salmonella-DNA vaccines
which facilitate DNA delivery to DC. Tumour
protection was provided in 70% animals when
DC infected by auxotrophic mutants of Salmonella
and Shigella flexneri encoding melanoma Ag were
used. Despite the extensive use of BCG for local
immunotherapy there has been little success with
recombinant mycobacteria as tumour vaccines so
far. However, BCG is worthy of exploration due to
its potent immunostimulatory capacity, history of
safe use, and worldwide distribution network.
An anti-tumour Mycobacterium bovis BCG vaccine
was unsuccessful in generating protection against
an E7 expressing tumours (Jabbar, 2000). This may
be because the tumour antigen was expressed in
the bacterial cytosol, whereas it has been shown
that for effective cell mediated immunity Ag must
be secreted or membrane bound. However, specific
anti-tumour CTL responses can be generated as
recently demonstrated with recombinant BCG
expressing human MUC1 and IL-2 (He, 2002).
In addition to whole organisms, a number of bac-
terial proteins are in pre-clinical evaluation. One
study involves cDNA for the translocation domain
II of Pseudamonas aeroginosa exotoxin-A fused to
TAA (Hung, 2001). Domain II translocates to
the cytosol from endosomal compartments thus
allowing it to target HLA class I. Vaccination
resulted in increased HPV E7-specific CTL, and
eradication of E7-expressing tumours. Similarly,
a construct where the HPV 16 protein E7 was
fused to a non-haemolytic listeriolysin has been
tested and shown to effectively deliver Ag to the
class I pathway. Specific tumour protection has also
been observed with the immunotherapeutic

administration of fusions between BCG HSP65 and
HPV16 E7.

27.2.6 DC/tumour hybrid vaccines

The first trial with DC-tumour hybrid cells was
undertaken using allogeneicDC fusedwith patients’
tumour cells (Kugler, 2000). Using electrofusion,
hybrids were generated that presented TAA in
concert with the co-stimulating capabilities of DC.
Patients received up to 5� 107 hybrids on two
occasions 6 weeks apart and, with a mean follow-up
time of 13 months, four patients completely rejected
all metastases, one presented a ‘mixed response’,
and two had>50% tumourmass reduction. Three of
the fourCRswere free of disease for up to 21months.
More recently this approach, modified by use of
autologous DC, has been applied to melanoma
(Krause, 2002). However, although there was evid-
ence of anti-tumour responses it was clinically inef-
fective. This approach is limited by the need for large
amounts of tumour cells and poor fusion rate. An
alternative to generating hybrid tumour vaccines is
in the form of DC pulsed with tumour lysates or
killed tumour cells. In this approach, autologous DC
take up tumour material by phagocytosis or pino-
cytosis. Among the earliest studies is that of Nestle
(1998) where 16 melanoma patients were treated
with either tumour-lysate pulsed DC or DC pulsed
with a cocktail of peptides. Immunity to both tracer
immunogen (KLH) and TAA were induced and
objective responses were observed in five patients
(two CR, three partial responses (PR)). In a further
study, 15 neuroblastoma, sarcoma, and renal cancer
patientswere treatedwith lysate-pulsedDCwithout
toxicity (Geiger, 2001). Tumour-specific CTL were
induced in 50% of patients, marked regression of
metastases in one, and stable disease of a durable
nature in five (16–30 month follow-up). A recent
study compared DC-tumour hybrids with DC
loaded with apoptotic B-CLL tumour cells and
found that endocytosed tumour cells induced
stronger T-cell responses than hybrids (Kokhaei,
2003). This may be accounted for by the greater
efficiency of uptake of tumour material than
successful formation of DC-tumour hybrids.

27.2.7 DC/mRNA vaccines

The transduction of DC with tumour-derived
mRNA avoids many of the limitations with other
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approaches in that it does not require defined TAA
or epitope, it represents all transcribed differences
between malignant and normal cells, and the pro-
cess can be undertaken with minimal amounts of
starting material such as those obtained by fine-
needle biopsy. This is because it is possible to
exponentially amplify mRNA molecules using
the PCR (polymerase chain reaction) and generate
large amounts of cDNA from which to produce
replica mRNA molecules in vitro. This process
typically takes only hours, compared with the time
required for identification and validation of TAA
(months/years). In addition, the efficiency of
transduction with mRNA is superior to other
methods, a fact reflected in CTL-priming and anti-
tumour immunity. This approach has been
explored in a number of trials where the study end-
point of safety was satisfied (Su, 2003; Heiser, 2002).
Furthermore, tumour specific immune responses
were measured in patients with metastatic renal
and prostatic disease. As discussed, one limitation
of this and any other approach where professional
APC must process antigen lies in the differences in
antigen-processing in the target tumour cells. Most
recently pre-clinical data has been published to
show that transduction of DC with defined mRNA
target molecules can prime naı̈ve CTL to destroy
tumour vasculature. When immunized with DC
transduced with mRNA for neoangiogenic gene
products (vascular endothelial growth factor
(VEGF), VEGFR-receptor-2 (VEGFR-2), and Tie2
(expressed in proliferating endothelia)) CTL were
stimulated, angiogenesis inhibited, and tumour
development arrested (Nair, 2003). Future devel-
opments may involve generation of subtractive
mRNA libraries to minimize autoimmunity or use
of mRNA from allogeneic pools of tumour cells
avoid the need for patient-specific tumour samples.

27.3 Non-specific immunotherapy

Although elaborate Ag-specific approaches to
cancer immunotherapy receive much attention it
should not be forgotten that the bulk of immu-
notherapy procedures are non-specific and often
highly effective. Non-specific approaches encom-
pass direct cytopathic effect of cytokines, adminis-
tration of immune adjuvants (e.g. BCG), and
unrestricted cellular cytotoxicity. Although these
approaches are not targeted to defined TAA
the vigorous immune response elicited by these

treatments has often been shown to involve
recruitment of Ag-specific CTL.

27.3.1 Immunotherapy with cytokines

Extensive pre-clinical studies indicated great
promise for cytokine immunotherapy but this has
unfortunately not yet translated into impressive
clinical gains. Various practical issues have made
this approach problematic, including difficulty in
administering sufficient doses systemically, the
lack of effective targeting systems to alleviate the
need for such high doses and particularly severe
toxicity. Although some of the side effects of
cytokine-therapy can be managed (e.g. the use of
anti-depressants to increase tolerance to both IL-2
and IFNa), more serious toxicity, such as capillary-
leak syndrome observed with high-dose IL-2 ther-
apy, is life-threatening. Presently, only a few
tumour-types, including renal cell carcinoma and
melanoma, are treated with cytokines. The reason
why these particular tumours are more responsive
than others is unclear but is thought to be due to
their increased ‘immunogenicity’. Furthermore, as
advanced renal cell carcinoma is frequently resist-
ant to chemotherapy and existing treatments for
advanced malignant melanoma are largely inef-
fective, alternative and often experimental treat-
ments are required. The bulk of cytokine-therapy
has focused on administration of IL-2 and IFNa,
although cytokines such as IL-4, IL-12, IFNg, and
TNFa have also been explored. A summary of tra-
ditional and contemporary approaches to cytokine
therapy is presented in Figure 27.3.
Approved by the FDA at up to 6mIU/kg/dose

by slow i.v. infusion, IL-2 has found particular use
for advanced renal cancer. Hospitalization is often
required for high-dose IL-2 (especially for i.v.
routes) due to severe toxicity and many planned
schedules of treatment need to be curtailed. Sub-
cutaneous administration increases tolerability and
may be administered on an outpatient basis,
encouraging patients to complete schedules. Many
studies show both efficacy and toxicity is route-
dependent, while others show no difference
between bolus and continuous infusion in terms of
efficacy or toxicity. Like renal carcinoma, malignant
melanoma is also highly chemo-resistant and
the best available single-agent chemotherapy is
dacarbazine/DTIC with only a 15–20% CR and six-
month median survival. Immunotherapy with IL-2
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induces durable complete remission in a small
proportion of patients and recently it has been
proposed that combinations of IL-2, IFNa, and
chemotherapy may increase survival. However,
under phase III examination this proved not to be
the case (Rosenberg, 1999).
IFNa is approved in Europe for renal cancer, but

its side effects are serious and dose limiting.
Common side effects seen with both of these
cytokines include a flu-like syndrome, dry skin,
and mucous membranes, and changes in mental
state such as depression. Randomized trials do,
however, suggest that IFNa may give increased
survival, for example Pyrhonen (1999) showed a
response rate of 16.5% when IFNa was given in
conjunction with Vinblastine versus 2.5% with
Vinblastine alone. AMedical Research Council trial
comparing IFNa with medroxy-progesterone
(MRC, 1999) also showed increased two-year sur-
vival from 13% to 22%.
Another cytokine, Interleukin-12, is a hetero-

dimeric molecule required for both innate and
acquired arms of immunity. It exerts its action by
stimulating production of IFNg and a host of other
cytokines that in turn are directly toxic to tumour
cells, are anti-angiogenic and induce Th1/CTL
responses. Pre-clinical data with IL-12 demon-
strated its remarkable anti-tumour properties either
alone or as adjuvant for other vaccines. However,
in clinical practice, excessive toxicity and modest
clinical responses have rendered it of little use.

One promising protocol, however, is a combination
of IL-12 and anti-CD20 (Rituximab) for B-cell
lymphoma (Ansell, 2002). In addition to marked
changes in immune status objective responses were
found in 29/43 patients and CR in eight patients
who received the highest IL-12 dose. IL-12 belongs
to a growing family of heterodimeric cytokines
with anti-tumour potential including IL-23 and
IL-27 that act at different stages in Th-cell differ-
entiation. Although these new cytokines require
investigation they may offer further opportunities
for cytokine therapy with decreased toxicity.

Second generation cytokine immunotherapy
As survival benefits from cytokine-therapy are at
best modest, investigations are underway to
enhance efficacy with targeted approaches. If loc-
ally high concentrations needed for efficacy can be
achieved then toxicity of systemic delivery can be
reduced. One new product, pegylated interferon
(PEG-Intron, Schering-Plough), is reported to allow
10-fold greater intra-tumoral concentration to be
achieved than standard IFNa (Bukowski, 2002).
The safety profile of PEG-Intron has been deter-
mined and it has demonstrable clinical activity in
CML, melanoma, and renal cancer. An alternative
approach is that of Bayer Corp., using targeted
mutagenesis of human IL-2 to generate a variant
with approximately 3000-fold increased selectivity
for T cells over NK cells, relative to wild-type IL-2.
The variant, ‘BAY 50–4798’, mobilizes and activates

In vitro lymphocytes
activation and expansion

Cytokine gene-modified
dendritic cells

Cytokine gene-modified
tumour cell vaccine

Cytokine
infusion

Cytokine gene
DNA vaccine

Cytokine
antagonist

Antibody/receptor
targeted cytokine

Cytokine adjuvant
for peptide vaccine

Figure 27.3 Summary of major uses of cytokine in
cancer immunotherapy.
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T cells and inhibits metastasis in pre-clinical models
with similar efficacy to standard Proleukin IL-2 but
is better tolerated (Shanafelt, 2000). Whether these
products exhibit a greater therapeutic index than
standard cytokines in humans remains to be
determined.

Cytokine gene therapy has advantages over
infusion of recombinant proteins in that the levels
of cytokine given are considerably lower thereby
reducing toxicity, while it is possible to engineer
cytokine release specific to the tumour site, thus
maximizing efficacy. Vical’s Leuvectin consists of
an IL-2 expression plasmid complexed with a lipid
delivery vehicle for intra-tumour injection. The aim
is to stimulate immune responses in large and
primary tumours that will also be able to travel to
distant sites of metastasis. Autologous tumour-cell
vaccines have also been developed. In one study
16 melanoma and sarcoma patients were treated
with GM-CSF-gene-modified autologous tumour
cells (Máhvi, 2002). Although transgene expression
was demonstrated, there was little evidence of
either immune or clinical responses probably due
to the low levels of GM-CSF production. Allogeneic
vaccines also have significant potential as illus-
trated by a recent study of IL-2 and lymphotactin
transduced neuroblastoma cells where immune
responses were noted in the majority of patients,
2/21 had CR, and one had PR (Rousseau, 2003).

Although the cytokines so far discussed have
favoured tumour-destruction, certain members of
the cytokine family are responsible for allowing
tumours to escape immune detection (e.g. IL-10,
TGFb). Among the most important is TGFb,
an immuno-suppressive cytokine expressed by
the majority of tumours. Therefore TGFb is an
important target for immunotherapy with the aim
to restore normal immuno-surveillance and destroy
tumour cells. Different approaches have been used
to target TGFb including specific antibodies,
non-functional soluble receptors, small molecule
inhibitors, and anti-sense technology. Gorelick
and Flavell showed that blockade of TGFb signal-
ling allows the generation of anti-tumour immunity
in mice which is capable of eradicating live
tumour cells that are seeded subsequently, that is,
memory. However, wholesale removal of TGFb
causes other problems as it has many other regu-
latory activities. Further research is therefore
required to identify selective inhibitors that block
the immuno-suppression pathways while still
allowing the other key functions of TGFb.

27.3.2 Immunotherapy with bacteria

Anecdotal reports describing use of Streptococci
and tubercule bacilli for cancer therapy date back
to the end of the nineteenth century. Coley’s
approach induced regression but due to serious
complications an attenuated Streptococci and
Serratia combination was developed (Coley, 1894).
In 1928 Raymond Pearl described that it was
unusual for malignancy and florid tuberculosis to
co-exist and with the attenuation of M. bovis to
give BCG the way was paved for bacterial
immunotherapy. In addition to protection against
leprosy and TB, BCG is the most successful
cancer immunotherapy notably against carcinoma-
in-situ of the bladder (80% CR) (Jackson, 1994;
Alexandroff, 1999). Success with BCG-therapy is
T- and NK-cell dependent, triggering local
inflammation, and infiltration with CD4þ and
CD8þT-cells, PMN and NK cells. Current
research aims to increase the efficacy of BCG and
reduce the potential for toxicity. Other non-viable
mycobacteria are currently being investigated for
cancer therapy including SRL172, a heat killed
preparation of M. vaccae. SRL172 is in phase I and
II trials for a variety of tumours including
non-small-cell lung cancer, renal cell carcinoma, and
advanced prostate cancer with some encouraging
results, including changes in immune status
(decreased IL-4 producing T cells), possible
therapeutic benefit and mild toxicity (O’Brien,
2000; Mendes, 2002). Other bacterial products are
in clinical trial including a truncated exotoxin
fused with interleukin-4 for high-grade glioma
(Rand, 2000). Increased IL-4 receptor expression
on glioma and astrocytoma provides a degree of
targeting particularly when coupled with intra-
tumoural delivery. In this study 6/9 patients
showed tumour necrosis and one underwent CR
without neurotoxicity. The p40 outer membrane
protein of Klebsiella pneumoniae functions as
adjuvant inducing CD8þ CTL independent of
CD4þ T-cell help (Miconnet, 2001). The p40 pro-
tein is an important technological advance as it
binds preferentially to DC. Although the curative
potential of live bacteria is established it has been
proposed that bacterial DNA and viral RNA,
rather than live organisms per se, are the active
agent. Unmethylated CpG dinucleotides (CpG
motifs) directly stimulate a variety of leucocytes
including B-cells, DC, Mf and NK-cells and
ultimately influence the generation of T-cell
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responses. There is also an additive effect when
classical adjuvants such as IFA or alum are
co-administered with CpG DNA. Indeed, recent
data shows that CpG motifs directly stimulate
tumour-specific CTL and current interest centres
on its use as either a single-agent therapeutic or as
an adjuvant to B- and T-cell vaccines.

27.3.3 Adoptive leucocyte transfer

Adoptive transfer of leucocytes has been subject to
intense study for over two decades. An important
advance was made when in 1982 the phenomenon
of lymphokine activated killer (LAK) cells as a non-
MHC-restricted activity of lymphocytes cultured
with high-dose IL-2 was first described (Grimm,
1982). Since then, clinical studies have explored
LAK cells with or without cytokines such as IL-2,
IFNa. Although examined in a wide range of
tumour-types, LAK-therapy was only minimally
effective (10–20%) in renal cancer, colorectal dis-
ease, and malignant melanoma. Around the same
time studies began with tumour-infiltrating lym-
phocytes (TIL) which were found to be up to 100-
fold more effective than LAK. However, despite
this the clinical results with IL-2 expanded TIL
were no better than with LAK cells (Rosenberg,
1987). Both LAK and TIL immunotherapies are still
being explored. A recent randomized study using
TIL as adjuvant immunotherapy for 88 patients
with stage III malignant melanoma failed to show
significant differences in relapse-free interval or
survival (Dreno, 2002). However, differences were
noted in a sub-group of patients with only
one involved node with increased survival in the
TILþ IL-2 group versus IL-2 alone.
Natural killer (NK) cells, a large granular

lymphocyte subset lacking surface antibody or
TCR, have the capacity to kill tumour cells while
ignoring normal cells (unless infected with certain
viruses). Although NK activity is innate, their
growth and cytolytic activity is readily enhanced
by the action of IL-2 or IFNa. However, when used
for immunotherapy these cytokines do not con-
sistently enhance NK activity. Despite years of use,
adoptive transfer of activated NK cells has not
shown any clear anticancer benefit in the clinic.
This may be due to poor activation, delivery, or
indeed evolved tumour-escape mechanisms. In
order to appreciate how tumours escape NK cell
surveillance it is first necessary to understand
some basic NK cell biology. The default killing

programme of NK cells is effected by means of
perforin/granzyme and cytokine production (e.g.
IFNg). However, for the vast majority of surveil-
lance encounters (i.e. contact with normal cells)
NK cells do not mediate destruction. This is
because they express a vast array of killer cell
immunoglobulin-like receptors (KIR) that regulate
cytotoxicity upon interaction with HLA class I. The
KIR family includes both activating and inhibitory
receptors with cytoplasmic immunoreceptor
tyrosine-based activating (ITAM) and inhibitory
(ITIM) motifs that become phosphorylated during
the process of receptor engagement. In the case of
ITIM, cells expressing sufficient appropriate HLA
class I molecules avoid destruction. One means by
which tumour cells and virally infected cells avoid
T-cell mediated recognition is downregulation of
components of the HLA class I antigen-processing
pathway, including class I molecules per se and
b2-microglobulin. In order to avoid destruction by
NK cells tumours also increase expression of
certain HLA-alleles corresponding to the cognate
ligand for an inhibitory KIR. More advanced
approaches for the use of NK cells are therefore
being devised to address tumour cell escape from
NK cell mediated surveillance and cytotoxicity.
One such approach is to develop long-term cell
lines such as NK-92 (in phase I/II trials) which
lacks KIRs yet retains its cytolytic machinery and
activity (Tonn, 2001) and recent work has show that
antigen-specificity can also be transferred to NK
cells in a similar fashion to T cells—Section 27.2.2
(Schirrmann, 2002).

27.4 Conclusions

Immunotherapy already makes measurable con-
tributions to the management of cancer. However,
increased understanding of malignancy, immunity,
recombinant DNA technology, and sequencing the
human genome places us in a stronger position to
make meaningful advances. In contrast to main-
stream modalities (surgery, radiotherapy, chemo-
therapy) immunotherapy has the potential to
engender life-long protection. Although immu-
notherapy will not supersede traditional treat-
ments it is apparent that a combined approach
delivers better results. Already immunotherapy
has been successfully combined with a number
of traditional modalities including; fractionated
X-rays with bacterial therapy, XRT with IL-2,
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thalidomide-analogues with peptide vaccines,
anti-angiogenic treatment with T-cell vaccines.
As tumours operate a number of systems to evade
immune detection (e.g. secretion of immuno-
suppressive compounds, antigenic-modulation,
and mutation) strategies that address these offer
some of the greatest potential to improve thera-
peutic efficacy and patient survival.
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28.1 Introduction

Gene therapy is a new and exciting treatment
modality with potential utility in a range of diseases
for which there are either no current effective
treatments or in which existing treatments have had
limited efficacy and/or significant toxicity. Clinical
scenarios in which gene therapy is being applied
include monogenic inherited disorders such as
haemophilia, severe combined immunodeficiency
and cystic fibrosis. Its use is also being investigated
in a variety of acquired diseases, such as vascular
disease (including coronary artery and cerebro-
vascular disease), neurological diseases such as
Parkinson’s disease, and infectious diseases, par-
ticularly acquired immune deficiency syndrome
(AIDS). It is also appropriate for the huge collection
of neoplastic conditions we call cancer.
Gene therapy involves the introduction of exo-

genous nucleic acids (usually DNA) into cells with a
view to altering the phenotype of a diseased cell via
altered patterns of gene expression. As such, it is the
therapeutic application of the techniques of recom-
binant DNA technology or ‘genetic engineering’.
The exogenous nucleic acid sequences, in most
cases, consist of the transcription unit of a thera-
peutic gene (including protein-coding exons), plus
regulatory sequences controlling transcription ini-
tiation and termination. They may be intended
either to replace missing/damaged cellular chro-
mosomal DNA sequences, or to introduce novel
gene products. The aim of such alterations in
phenotype may be either to restore the normal

phenotype or to kill the diseased cell. In principle,
gene therapy can beused to induce both somatic and
germline modifications, but heritable, germline
mutations are currently felt to be ethically unac-
ceptable.

Cancers are attractive targets for gene therapy.
First, while an increasing number of patients with
cancer can be cured by surgery or non-surgical
treatment modalities such as chemotherapy,
radiotherapy, and hormonal manipulation, the first
presentation of many others is with disease which
is incurable by existing treatments, or which
relapses as incurable disease following treatment
with curative intent. New and/or improved anti-
tumour treatments are therefore urgently needed.
Secondly, genetic manipulation is a rational
approach to the treatment of cancer, as the aeti-
ology of most cancers is known to involve an
accumulation of multiple genetic defects.

Cancer gene therapy has the dual aims of
enhancing recent improvements in cancer survival
rates, achieved by existing cancer treatments, and
of doing so with maximum efficacy and minimum
toxicity (optimum therapeutic index). Cancer is
not just one disease, and we should not expect a
single gene therapy to work for all cancers. The
recent rapid expansion in our understanding of
the molecular bases of cancers, including the
sequencing of the human genome, and early steps
in the definition of individual tumour tran-
scriptomes and proteomes, provides us with an
exciting range of possibilities for targeting cancer
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cells. Consequently, the field of cancer gene therapy
includes a wide variety of different strategies for
genetic manipulation of tumour phenotype.

Like any new treatment, gene therapies which
work in vitro in the laboratory and in vivo in pre-
clinical animal models must undergo testing in
human subjects within the controlled conditions of
clinical trials. In the earliest (Phase I) stage of test-
ing in human subjects, they must be demonstrated
to be safe and have acceptable toxicity. Then (in
Phase II clinical trials), they must be demonstrated
to be effective, shrinking or reducing the rate of
growth of tumour in at least a proportion of
patients. Finally, (Phase III trials) they must be
compared to existing therapies (either on their own,
or in addition to existing treatments) and be
demonstrated to be superior to existing treatments,
either in terms of improved efficacy or equivalent
efficacy but with reduced toxicity.

A gene therapy strategy is ultimately only useful
if it can be used to help patients. Gene therapy has
already been demonstrated to be effective in
achieving long-term control/cure of non-malignant
monogenic inherited diseases such as X-linked
severe combined immunodeficiency (X-SCID)
(Cavazzana-Calvo et al., 2000) and haemophilia B

(Kay et al., 2000). This article will therefore
emphasize cancer gene therapy strategies which
are not only elegant attempts to manipulate tumour
cell phenotype in the laboratory, but which have
also already been used, or have the potential to be
used, safely and effectively, in human subjects. It
will discuss problems encountered, and highlight
current strategies to overcome these limitations.

28.2 Components of a gene
therapy strategy

A cancer gene therapy strategy should aim to solve
a genuine clinical problem—either a tumour which
does not have an adequate treatment using existing
treatment modalities, or one in which the thera-
peutic index might be improved. An individual-
ized strategy for each clinical situation should be
based upon an understanding of the biological
behaviour and natural history of the tumour. Each
strategy has multiple components—choice of tar-
get, effector mechanism for altering the tumour cell
phenotype, delivery strategy, tumour-selective
targeting of transgene expression, and the nature
of the effector transgene itself (Figure 28.1). Rapid

Transcription initiation sequences
(e.g. Constitutive, tissue-specific,

tumour-selective, or drug-inducible promoters)

Expressed transgene
Marker gene (e.g. lacZ, GFP) or

Therapeutic gene (e.g. p53, HSV-tk, E. coli NTR)

Insertion into
genome of
viral vector

Non-viral delivery
(e.g. naked DNA,

liposomes)

In situ administration
via direct injection

Ex vivo administration
by adoptive transfer

Transcription termination
sequences

Figure 28.1 Components of a gene therapy strategy. Expression of marker or therapeutic transgenes is transcriptionally regulated by
promoter sequences which may selectively target certain cell types or tumours. Gene therapy constructs are then introduced into cells either
as naked DNA, complexed with lipids, or in recombinant viral vectors. Therapeutic administration of viral or non-viral vectors may be either
via direct intracorporeal injection or extracorporeal modification of extracted cells, followed by their return.
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developments in the field of gene therapy have
resulted in a range of options for each of these
components, resulting in an exciting, but poten-
tially bewildering, array of possible gene therapies.
Careful selection from a number of options for each
component is necessary for successful treatment of
a given tumour type. We will deal with each of the
component parts of the strategy, in turn.

28.2.1 Cellular targets for gene therapy

Our improved understanding of molecular tumour
biology provides a wealth of potential targets for
cancer gene therapy. Therapeutic genes can be
targeted to exploit the many differences between
normal and tumour cells—aberrant stimulus-
response signalling, loss of control of prolifera-
tion, aberrations of regulation of the cell cycle,
immortalization, failure to undergo apoptosis,
tumour angiogenesis, invasion, and metastasis.
Inmost cancer gene therapy strategies, the targets

are tumourcells themselves. Forexample, suchstrat-
egies might replace defective tumour suppressor
genes, downregulate overexpressed cell surface
receptors (or inhibit their kinase activity), block
aberrant intracellular signalling pathways, restore
the cells’ capacity to undergo senescence, stimulate
apoptosis or inhibit tumour angiogenesis.However,
in some gene therapy strategies, normal cells, rather
than tumour cells are targeted. For example, stem
cells, which are sensitive to the antiproliferative
effects of conventional cytotoxic drugs can be
selectively protected by incorporating drug-
resistance genes, permitting the use of chemo-
therapy in a more dose-intense fashion, without
jeopardizing sensitive normal cells. Conversely,
gene therapywhich introduces negatively selectable
markers into engrafted cells permit conditional
elimination if/when they becomemore of a problem
than a solution.

28.2.2 Effector mechanism

The nature of the biological defect to be targeted
determines the means by which therapeutic trans-
gene expression modifies tumour cell behaviour.
Gene therapy strategies might aim to correct the
molecular defects which result in malignant trans-
formation. Such strategies are frequently referred
to as ‘gene replacement’ strategies. Alternatively,
where phenotypic reversal is difficult or impossible,

the tumour cells may be selectively killed by the
expression of so-called ‘suicide genes’. In this case,
the inherent inefficiency of current methods of
introducing transgenes into tumour cells requires
that a ‘by-stander effect’ must be exerted upon the
surrounding majority of non-expressing tumour
cells by the minority which have taken up and
express the therapeutic transgene.

28.2.3 Delivery strategy

Route of delivery
Gene therapy constructs can be delivered to
tumour cells in two ways. Either the transgene can
be administered to the tumour in situ, often by
direct intratumoral injection, or the transgene can
be incorporated into cells ex vivo, with cells being
extracted from the tumour-bearing animal or
patient, the transgene introduced into cells extra-
corporeally, and the genetically modified cells
returned (Figure 28.1). Depending upon whether
the transgene is introduced into the target cell via a
plasmid or viral vector, the process is referred to as
transfection or transduction, respectively.

The ex vivo ‘adoptive transfer’ gene therapy
approach works well for haematological malig-
nancies, where circulating peripheral blood stem
cells can be extracted easily and, once genetically
modified and returned to the host, have a natural
tropism for the bone marrow, where they can either
re-populate or form a chimaera. The technique is
also useful for immunotherapy, where the modified
cells are cells of the immune system. However, the
ex vivo approach has the disadvantage that the
modified cells must then seek out the site of tumour
growth in vivo, an intrinsically inefficient process.
Consequently, most gene therapy strategies
employed for solid tumours to date involve the
in situ approach.

Where a tumour is localized, and has not yet
metastasized, direct administration may be all
that is required to effectively target the tumour.
This strategy for transgene delivery is particularly
suitable for superficial tumours such as subcutane-
ous lesions or lesions which can be visualized by
endoscopic procedures, and where intratumoral
injection can be performed under direct vision.
A modification of this approach has been used for
delivery of transgenes to muscles and peripheral
nerves, whereby intramuscular delivery of naked
DNA is achieved trans-dermally using a so-called
‘gene gun’ (see below).
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Although direct intratumoral injection is useful
as a model for testing efficacy, it is unlikely to make
a major impact on localized cancers, prior to
metastasis, where existing local treatments such as
surgery and radiotherapy achieve good cure rates.
Gene therapy is most likely to be of value, however,
in the treatment of advanced disease, with multiple
sites of disseminated metastasis. For simultaneous
treatment of multiple sites of synchronous tumour
growth, systemic delivery of a transgene is
required. The most commonly employed route is
intravascular injection (usually intravenous, but
occasionally directly into arteries).

However, systemic administration imposes
severe limitations on the efficiency of transgene
delivery to the site(s) of tumour growth. Barriers
between a systemically delivered therapeutic
transgene and its target tumour site(s) include cir-
culating antibodies and immune effector cells, non-
specific adsorption in the liver, difficulties in
extravasation and interactions with the extra-
cellular matrix, let alone entry into the target cells
themselves. Indeed, the small proportion of intra-
venously administered gene therapy vector which
actually reaches tumour cells is one of the main
obstacles to successful implementation of gene
therapy for disseminated malignancy.

An extension of the ex vivo approach which is
intended to overcome some of the problems of
systemic delivery is to deliver the transgene inside
autologous cells which have an innate ability to
‘home’ to sites of tumour growth (Harrington et al.,
2002). These cell types include lymphocytes, mac-
rophages, endothelial, haematological, and
mesenchymal stem cells. The principle of ‘hiding’
the transgene construct within such a cell, then
using the cell’s natural tumour tropism to facilitate
efficient delivery, followed by activated dissem-
ination of the transgene throughout the tumour
once in situ, has been demonstrated in xenograft
models of human colon cancer using both antigen
recognition (Chester et al., 2002) and pharmacolo-
gical stimulus (Crittenden et al., 2003) for release of
the gene therapy construct from the cellular carrier.

Gene delivery systems
For any given route of delivery, entry of the gene
therapy construct into cells can be achieved by
biological, chemical, or physical means. The most
commonly used biological method involves the use
of genetically modified viral vectors. Chemical
methods involve the generation of liposomes from

cationic lipids or cationic polymers. Physical
methods include direct injection, hydrodynamic
methods, and facilitated entry using electropora-
tion or ultrasound treatment.

Viral vectors. The use of genetically modified
viruses to facilitate transgene entry into target cells
exploits millions of years of viral evolution. The
transgene is incorporated within the viral genome,
and thereby gains entry to the host cell. Various
virus families have been assayed for use in cancer
gene therapies (Thomas et al., 2003). Each has
advantages and disadvantages, but none has all the
features of an ideal viral vector: non-pathogenic;
non-immunogenic; capable of production in high
titre to permit saturation of target cells; packaging
capacity sufficient to include coding and regulatory
sequences for the transgene; and the ability to gain
entry to non-dividing and proliferating cells.
Therefore, the choice of viral vector depends upon
the particular application, and upon whether long-
term or short-term transgene expression is required.
For long-term expression viral vectors must integ-
rate within host cell chromosomes or be maintained
in an episomal state with successive rounds of
tumour cell division. Conversely, for short-term
transgene expression, viral vectors which are not
integrated, and remain episomal suffice.
No figures are available for the proportions

of experimental/in vitro/laboratory strategies
employing the various vectors, but an idea can be
gained from statistics concerning the large number
of gene therapy trials already under way (Gene
Therapy Clinical Trials Database, 2004). About
three-quarters of the more-than-900 clinical trials
initiated employ viral vectors, and more than half
have been retrovirus- or adenovirus-mediated.

Retroviral vectors. Retroviruses were among the
first viruses to be used as gene therapy vectors. They
illustrate several important principles of vector
design (and their drawbacks), and nearly 30% of
clinical trials to date (Gene Therapy Clinical Trials
Database, 2004) have employed them, including
some therapies which have resulted in cures of
monogenic inherited diseases (Cavazzana-Calvo
et al., 2000; Kay et al., 2000). The life cycle of retro-
viruses includes conversion of a single-stranded
RNA genome into a double-stranded DNA ‘pro-
virus’, using a virally encoded polymerase known
as reverse transcriptase (RT). The double-stranded
DNA becomes integrated into the host cell’s
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chromosomes. This makes retroviral vectors
particularly useful for gene therapy applications
where long-term expression of the transgene is
required, such as in monogenic disorders. It also
allows a virally incorporated transgene to be effi-
ciently expressed in daughter cells followingmitotic
cell division. However, there is a theoretical down-
side to this integration process. Proviral integration
into the host cell’s chromosomes can result in
insertional mutagenesis, itself potentially resulting
in malignancy. Sadly, this theoretical limitation of
retrovirus-mediated gene therapy has recently been
borne out in practice in clinical trials of X-SCID
where two patients who have been effectively cured
of their immunodeficiency have developed
secondary, treatment-related leukaemias (Hacein-
Bey-Abina et al., 2003).
Retroviral vectors used for gene therapy appli-

cations contain deletions of portions of the viral
genome. This is for two reasons: first, to make the
virus replication-defective—that is, the virus is able
to enter the host cell, but unable to synthesise
viral genome, and so unable to spread to cells other
than those to which it was initially transferred;
secondly to accommodate the coding and reg-
ulatory sequences of the (marker or therapeutic)
transgene. As with any viral vector used to intro-
duce exogenous genetic material, the size of the
non-viral insert is limited by the packaging capa-
city of the virus capsid. In most cases, the viral
genes encoding structural proteins are dispensable.
In the case of retroviral vectors, the env structural
genes, for example, are not required after the viral
genome has become integrated and can be deleted
from the gene therapy construct, making room for
transgene sequences.
Deletion of viral sequences, of course, means not

only that the virus is replication-defective, but also
that high titres of infectious particles cannot be
generated without structural capsid proteins being
made available in other ways. There are two basic
ways in which the deleted gene products can be
made available. One is co-infection with a ‘helper’
virus which encodes products which can be shared
with the recombinant viral vector. By deleting the
packaging signals of the helper virus, production of
viral particles containing only the gene therapy
genome can be achieved, in theory at least. How-
ever, in practice, homologous recombination events
between the gene therapy vector genome and the
helper virus genome can generate wild-type gen-
omes, containing all the necessary viral sequences

for a productive infection, with spread of wild-type
virus to surrounding cells. This has obvious safety
implications. Multiple deletions of viral sequences
in vector and/or helper virus genomes make such
recombination events less likely (as multiple
recombinations would be required), but a second
method of providing viral gene products in trans is
often preferred, namely the use of ‘packaging’ cell
lines. The sequences absent from the gene therapy
vector genome are stably integrated within the
chromosomal DNA of immortalized tissue-culture
cell lines. Transfection of these packaging cells with
plasmid DNA containing the vector genome results
in synthesis of retroviral ssRNA genome which can
be packaged, released from the packaging cells and
collected from the cell supernatant.

Retroviruses have natural tropisms for cells of
certain mammalian species, based upon the nature
of their env gene products. The so-called ecotropic
retroviruses, for example, can infect only murine
cells, while xenotropic viruses infect only non-
mouse cells. Amphotropic retroviruses can infect
both mouse and non-mouse cells. It is possible to
alter the tropism of a retroviral vector by replacing
the env genes of one retrovirus (e.g. an ecotropic
one) with the env gene of another (e.g. an ampho-
tropic one). In this way, the virus can enter a wider
range of host cells. An extension of this principle is
known as pseudotyping. The best known example
involves the use of the vesicular stomatitis virus G
protein, a coat protein derived from a virus of a
completely different family, the rhabdoviruses.

Despite their many useful features, retroviral
gene therapy vectors have several shortcomings. In
addition to the phenomenon of insertional muta-
genesis described above, they also have a relatively
small capacity for insertion of exogenous genes and
are difficult to produce in high titres. Perhaps the
most significant drawback for their use in cancer
gene therapy, however, is that they can only
integrate into (and therefore express their trans-
genes from) actively dividing cells; non-dividing
cells cannot express virally encoded transgenes.
This is because integration of the dsDNA provirus
into host chromosomes can only occur after dis-
solution of the nuclear membrane, during mitosis.

Lentiviral vectors. A recent promising develop-
ment in retroviral gene therapy vectors has been
the use of lentiviral vectors. Lentiviruses, such as
the aetiological agents of AIDS, the human immu-
nodeficiency viruses (HIV-1 and -2), are one of the
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subsets of retroviruses. Their genomes are more
complex than those of the type C mammalian ret-
roviruses, such as the murine leukaemia viruses,
which have been previously used as retroviral
vectors. The additional sequences contained within
the lentiviral genome enable nuclear localization,
permitting the proviral cDNA to integrate into the
chromosomes of both dividing and non-dividing
host cells. This represents an important improve-
ment, increasing the proportion of tumour cells
transduced by a single administration of vector.

An improvement in the safety profile of lentiviral
vectors has been provided by so-called self-
inactivating (SIN) vectors (Miyoshi et al., 1998;
Zufferey et al., 1998). Endogenous retroviral tran-
scription regulatory sequences are contained
within the directly repeating sequences known as
LTRs (long terminal repeats) at the 5 0 and 3 0 ends of
the integrated proviral genome. The regulatory
sequences in the 5 0LTR control transcription of the
viral genome. As a consequence of the retroviral
provirus integration mechanism, inactivating
mutations in the regulatory sequences of the 3 0LTR
are subsequently transferred to the 5 0LTR of the
provirus as well. Thus, after integration of SIN
vectors into the host chromosome, the 5 0 and 3 0

LTRs are both inactivated, and transcription is only
possible from exogenous, non-viral promoters,
inserted into the viral genome between the LTRs.

Adenoviral vectors. Like retroviruses, the majority
of adenoviral gene therapy vectors used for
experimental work and in clinical trials are
replication-defective. They can enter and express
their transgenes, but do not undergo replication of
their genome nor subsequently form intact viral
particles. However, much attention has been
focused recently on tumour-selective, conditionally
replicating adenoviruses (CRAds) and their use as
oncolytic vectors (see below).

Unlike retroviral vectors, adenoviruses can infect
both dividing and non-dividing cells. This is
important for cancer gene therapy as, at any given
moment, only a proportion of cancer cells are
undergoing cell division.

One of the principal problems of adenoviral
vectors is their immunogenicity. Studies investig-
ating the distribution of systemically administered
adenoviral vectors have demonstrated that a large
proportion of the total viral dose does not reach the
intended tumour site. Serological studies show that
the vast majority of the population has been

exposed to wild-type adenoviruses and exogenous
administration of adenoviral vectors can stimulate
both humoral and cellular immune responses. A
great deal of effort has gone into developing more
advanced adenoviral vectors with reduced immu-
nogenicity. Whereas so-called ‘first-generation’
replication-defective adenoviral vectors contained
deletions in only the E1 early region of the genome
and the dispensable E3 region, ‘second generation’
vectors also had deletions of the E2 and/or E4
genes, and have been shown to be less immuno-
genic. A natural extension of this principle is the
development of so-called ‘gutless’ adenoviral vec-
tors in which almost the entire viral genome is
deleted, leaving only essential viral genes and
packaging sequences, with other viral gene pro-
ducts produced in trans. While the packaging
capacity of first generation adenoviral vectors was
not greatly different from that of retroviral vectors,
‘gutless’ adenoviral vectors are capable of con-
taining inserts of up to about 30 kb, well in excess of
the maximum packaging capacity of retroviruses.
An inevitable consequence of this large-scale dele-
tion is that many of the viral gene products essen-
tial for assembly of viral particles must be provided
in trans if adequate titres are to be obtained. As for
other viral vector types, these ‘helper-dependent’
adenoviruses raise safety concerns.
Unlike retroviruses, adenoviral dsDNA does not

integrate into host cell chromosomes, but remains
episomal within the nucleus. This means that long-
term expression from adenoviral vectors is not
possible without multiple dosing, and that the
dosage of replication-defective adenoviral vectors
is effectively diluted as cells undergo repeated
rounds of mitosis. This would be a disadvantage
for gene therapy applications requiring long-term
expression of the vector’s transgene, but has little
bearing on cancer gene therapy strategies which
aim to kill tumour cells, and fits well with the
intermittent dosing of established antitumour
treatments. It can also be regarded as an important
safety measure, both avoiding the potential for
insertional mutagenesis and ensuring that any
potential deleterious effects of transgene expres-
sion are time-limited.
Adenoviral vectors can gain entry into a wide

range of cell types. Binding of the viral particles to
the target cell surface seems to involve at least two
virus–cell interactions. The first involves binding of
the fibre knob proteins which project out from the
viral capsid to a specific cell surface receptor, the
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coxsackie/adenovirus receptor (CAR). A second
interaction between the penton base protein at the
proximal end of the viral fibres with cell-surface
integrins then leads to endocytosis via clathrin-
coated pits. Unfortunately, the requirement for
specific binding to CAR has limited the efficiency of
cancer gene therapy, both because CAR is widely
expressed in non-tumour cells and because CAR
expression in tumour cells is commonly down-
regulated.
A variety of techniques has therefore been

adopted to improve the tumour selectivity of ade-
noviral vectors by re-targeting them to molecules
which are either exclusively present or are overex-
pressed on the surface of tumour cells (Figure 28.2).
One such strategy involves the use of bi-functional
‘adaptor’ molecules which bind to both the viral
knobs and cell surface molecules which are differ-
entially expressed on the surface of tumour cells. In
each case, the two ends of a bipolar molecule must
specifically attach to either the viral coat or cell
surface. Thus, one ‘adenobody’ strategy employs
an antibody against the viral knob protein cova-
lently coupled to the epidermal growth factor

(EGF) whose receptor is overexpressed on the
surface of tumour cells (Watkins et al., 1997). An
extension of this principle involves the use of
‘diabodies’ in which bispecific single-chain anti-
bodies, recognizing both the viral coat and a cell
surface receptor act as ‘molecular bridges’ between
the virus and the cell surface (Nettelbeck et al.,
2001). A similar approach involves the formation of
a synthetic fusion protein composed of the extra-
cellular domain of the CAR molecule linked, via a
synthetic peptide linker sequence, to the ligand for
a receptor which is overexpressed in a variety of
tumours, such as EGFR (Dmitriev et al., 2000).

Another strategy for re-targeting adenoviral vec-
tors to tumour cells is tomodify the adenoviral knob
by mutation of the adenoviral genome. Thus inser-
tion of the characteristic integrin-binding motif
arginine–glycine–aspartate (RGD) into the knob
protein sequence redirects adenovirusbindingaway
from CAR, towards the ubiquitous integrin family
of transmembrane proteins (Dmitriev et al., 1998).
Similarly, oligopeptides can be introduced into
the H1 loop of the fibre knob to produce adeno-
viruses with altered tropism (Krasnykh et al., 1998).

Normal cell
- Normal levels of viral receptor
- No or low levels of TAA

Tumour cell
- Low levels of viral receptor
- Overexpressed TAA

In absence of re-targeting molecule:
- Good viral entry into normal cells
- Poor entry into tumour cells

In presence of re-targeting molecule:
- Enhanced entry into tumour cells
- Reduced entry into normal cells

Tumour-associated
antigen (TAA)

Cell surface Cell surface
receptor for virus

Figure 28.2 Re-targeting of adenoviral gene therapy vectors. Overexpression of Tumour-Associated Antigens (TAA) on the surface of tumour
cells can be exploited to improve transduction of tumour cells by adenoviruses. In addition to re-targeting using fusion protein molecules such
as those shown here (receptor: ligand fusions, ‘adenobodies’ and ‘diabodies’), re-targeting can also be achieved by modifying or substituting
the viral fibre knob proteins, as described in the text.
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Adenoviruses can also be re-directed by introducing
the sequences encoding the fibre knob of other ade-
novirus serotypes into the genome of the most
commonlyusedserotype5, inamanneranalogous to
the pseudotyping of retroviruses above.

Adeno-associated viral vectors. A family of viral
vectors which have recently gained favour are the
adeno-associated virus (AAV) vectors. These par-
vovirus vectors share many of the positive features
of replication-defective adenoviruses, including
stability and consequent production at high titre,
broad target cell tropism (they bind via the widely
expressed proteoglycan, heparan sulfate) and high-
efficiency entry into both dividing and non-
dividing cells. One advantage over adenoviruses
is that they are non-pathogenic in humans. The
AAV can exist in either latent state (in which the
viral genome is predominantly episomal, with less
than 10% integrated) or lytic states. For the latter,
factors required for a productive infection must be
provided in trans by co-infection with helper viru-
ses, most commonly adenoviruses (hence their
name), herpesviruses, vaccinia, or papilloma-
viruses. In the absence of helper virus, the vector
remains in a latent state. While the requirement for
helper viruses contributes to the safety of AAV
vectors, which are naturally replication defective in
the absence of helper functions, it also means that
production at high titres require purification of
AAV from helper virus capsids.

The wild-type virus integrates into the host
genome, like retroviruses, but at a specific site on
chromosome 19, theoretically reducing the risks of
insertional mutagenesis. The ability to integrate in
this site-specific fashion appears to reside in the rep
gene, one of only two protein-coding regions in this
very simple viral genome. Unfortunately, the very
small (4.7 kb) size of the single-stranded DNA
genome means that the transgene capacity of these
vectors is very small (about 4.5 kb maximum). The
more useful AAV vectors therefore have all their
protein-coding portions, including the rep gene,
deleted. Consequently, site-specific integration is
abolished.

A variety of strategies has been employed to try
and overcome the size-limitation of recombinant
AAV vectors, including trans-splicing vectors and
overlapping vectors. Both these strategies involve
splitting the transgene between two separate rAAV
vector genomes, followed by co-infection. In the
overlapping strategy, the 5 0 end of the gene is in

one vector and the 3 0 end in another, with the
middle portion of the transgene in both. The full
length transgene is then recreated in co-transduced
cells by homologous recombination events. In the
trans-splicing strategy, the 5 0 and 3 0 ends of the
transgene are again in separate vector genomes, but
there are no duplicated sequences. Rather, there is a
splice donor sequence downstream of the 5 0 end of
the transgene in one vector, and a splice acceptor
sequence upstream of the 3 0 end in another. Thus,
when both vector genomes are integrated in close
proximity and in the correct orientation, inter-
vening sequences are spliced out. Whilst these
ingenious strategies work well in experimental
conditions, there must be doubt about whether the
necessary efficiency can be obtained in clinical
situations.
Pseudotyping, incorporating the AAV-2 genome

within the capsid of other AAV serotypes, has been
used to alter the range of cells infected, in an ana-
lagous manner to retroviruses above. In this way,
AAV vectors can be preferentially targeted to liver,
brain, muscle, or retina. Re-targeting of AAV vec-
tors has also been attempted in a similar way to that
of adenoviruses above.

Herpesvirus vectors. The most frequently used
herpesvirus vectors are based on herpes simplex
virus-1 (HSV-1). The natural tropism of herpes
simplex virus for neurones makes them parti-
cularly attractive vectors for neurally derived
tumours, while the large size of their bipartite
dsDNA genome (approx. 150 kb, encoding 80–90
genes) means that deletion of genes which are non-
essential for HSV growth in culture permits large
inserts of up to 50 kb to be incorporated easily. In
this way, the vectors can carry genes controlled by
complex regulatory elements, large protein-coding
sequences or simultaneous delivery of multiple
transgenes, either with separate transcription
regulatory sequences or coordinately regulated
from a single promoter, but separated by an
internal ribosome entry site (IRES) sequence.
Like AAVs, once inside a host cell, HSV can either

enter a lytic cycle, or can remain latent. In either case,
the viral DNA does not become integrated, but
remains as an intra-nuclear episome. Whereas this
inability to integrate is a drawback for adenoviral
vectors, it is useful for latent HSV in slow- or non-
dividing neural cells, allowing protracted gene
expression, particularly if transgenes are placed
under the control of the promoters of the latency
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associated transcript (LAT) genes. Latency also
prevents immune recognition, which is particularly
important as a large proportion of the human
population have had previous exposure to HSV.
A second category of HSV-derived gene therapy

vectors are known as HSV amplicons. These are
plasmid-based vectors, including bacterial origin of
replication and selectable antibiotic resistance gene
as in ordinary plasmids, but also incorporating an
HSV viral origin of replication and packaging (a)
signal, plus a transgene under the control of either
a heterologous or HSV LAT promoter. Infectious
HSV particles are formed in producer cells by co-
infection with helper HSV lacking functional
packaging signals. In principle, amplicons can
accommodate exogenous inserts up to approxi-
mately 90% of the full length of the HSV genome.
Unfortunately, it has proved difficult to obtain high
titre stocks of these amplicon vectors.
Although HSV vectors are capable of persistent

transgene expression, HSV vectors, like adeno-
viruses, are not transmitted to both progeny cells
on mitotic cell division. Rather, rapid cell division
effectively ‘dilutes’ the gene therapy vector. This is
not a problem for members of the gamma sub-
group of herpesviruses, including Epstein–Barr
Virus (EBV), which can maintain an episomal
state in which the viral genome is coordinately
replicated along with host cell chromosomes,
thereby efficiently transferring the vector genome
and transgene to all progeny cells. EBV is not an
ideal gene therapy vector, as it is associated with a
number of human pathologies, including the lym-
phoproliferative disorder Burkitt’s lymphoma and
nasopharyngeal carcinoma. However, another
member of the gamma herpesvirus family which
has recently attracted attention as a potential gene
therapy vector is herpesvirus saimiri (HVS), a non-
pathogenic virus of squirrel monkeys. Genetically
modified HVS has been demonstrated to be capable
of establishing an episomal state in a variety of
human tumour cell lines and of being efficiently
segregated between progeny cells in rapidly pro-
liferating cells, and of inhibiting growth of human
tumour xenografts in animal models. The ability to
coordinately replicate with host chromosomes has
been localised to the Orf73 gene in the HVS genome
(Calderwood et al., 2004). Incorporating this gene
into other episomal vectors raises the tantalizing
possibility of converting these to vectors which are
capable of being efficiently passed down genera-
tions of proliferating cells.

Hybrid viral vectors. Each of the viral vector types
above has its own advantages and disadvantages. It
is therefore tempting to create recombinant viral
vectors which combine the positive features of
more than one virus type. There has been much
imaginative work in the development of such
hybrid vectors. Examples include adenovirus/
AAV hybrids in which a pair of 145 bp AAV
inverted terminal repeats (containing replication
origin and packaging sequences) are contained
within an adenoviral genome. The greater pack-
aging capacity of the adenovirus allows larger
inserts between the AAV inverted terminal repeats.
AAV/HSV hybrids have been constructed in a
similar way. This strategy also permits the res-
toration of AAV site-specific integration, as the rep
protein can be provided outside the AAV genome
without reducing the packaging capacity.

Non-viral gene delivery. The numerous recent
developments in viral vectors mean that it has been
easy to overlook recent important advances in
physical and chemical methods of introducing
therapeutic genes into cells, especially as a little
over 20% of the gene therapy clinical trials involve
non-viral delivery (Gene Therapy Clinical Trials
Database, 2004), making this the third most com-
monly employed method for treating patients,
behind retroviral and adenoviral vectors. Like viral
vectors, transgene expression can be successfully
targeted, but the absence of any viral coat proteins
results in improved safety, particularly reduced
immunogenicity. Non-viral methods also avoid
other problems of viral vectors, such as regenera-
tion of potentially pathogenic wild-type virus and
insertional mutagenesis or oncogenesis.

Physical methods of delivery are often employed
to deliver naked DNA. Naked DNA has the
advantage over viral vectors that it is relatively
simple and inexpensive to prepare to clinical grade,
and that the genetic material itself is not immuno-
genic prior to expression of the transgene (though
the transgene product itself may be). The absence of
packaging constraints also means that there is no
size limit on the transgene or its regulatory
sequences. Physical delivery is particularly appro-
priate where the tumour target is in easily access-
ible bodily tissues such as skin or muscle.

The simplest form of delivery of naked DNA is
injection using a needle and syringe. Recently, an
alternative ‘bio-ballistic’ delivery mechanism has
been developed. A ‘gene gun’ involves the delivery
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of plasmid DNA coated on gold particles via a
pressurized jet of inert gas as an alternative needle-
free mechanism for local ‘injection’. In addition, the
permeability of cell membranes to naked DNAmay
be increased by local application of ultrasound
waves or by electroporation (the application of a
low-strength electromagnetic field). Electropora-
tion may be useful after systemic as well as local
delivery, helping to facilitate uptake in particular
areas of the body after intravenous administration.
Other means of improving uptake of naked DNA
after intravascular administration include rapid
‘hydrodynamic injection’ of a relatively large
volume of DNA solution, which may act by
mechanical stretching of the endothelium, or tran-
sient localised occlusion of blood vessels such as
the hepatic portal vein immediately after bolus
administration.

The principal chemical means of enhancing
uptake of plasmid DNA is to complex the DNA
with polycations. Until recently, the most common
approach was to form liposomes with cationic
lipids such as 1,2-dioleoyl-3-sn-phosphatidyl-
ethanolamine (DOPE) or 1,2-dioleoyl-3-(trimethyl-
ammonium) propane (DOTAP), and most of the
clinical trials to date have employed this approach.
More recently, in vitro studies have increasingly
employed a second generation of cations, including
polymers such as poly(L-lysine) (PLL) or poly-
ethyleneimine (PEI), which can exist as either
linear or branched polymers of varying molecular
weights.

Polyethyleneimine is particularly useful because
it has an extremely high density of amine groups.
Release of the gene therapy construct from the
endosome is facilitated by PEI, because it acts as a
‘proton sponge’, the influx of protons into the
endosomes bringing with it water, and resulting in
rupture of the endosome and release of the DNA
into the cytoplasm.

Although naked DNA and DNA/liposome
complexes are less immunogenic than many viral
vectors, they can still generate limited immune
responses. This can be minimized by the elimina-
tion of CpG motifs from the plasmid DNA or
sequential intravenous injection of the DNA and
liposome, immediately after one another.

Once in the nucleus, some cancer gene therapy
strategies may require chromosomal integration
for longer-term transgene expression. This may
be facilitated by the use of bacteriophage site-
specific integrase enzymes or the ‘Sleeping Beauty’

transposable elements within the non-virally
delivered DNA construct.
For the time being, non-viral delivery is less

suitable than viral vectors for the majority of gene
therapy applications where the efficiency of uptake
and subsequent expression is important. One way
in which this gap may be closed is to incorporate,
into the DNA/cation liposome or lipoplex, proteins
or peptides which act as ligands for cell surface
receptors. For example, the inclusion of a single-
chain antibody against the transferrin receptor,
generating an ‘immunoliposome’ has been shown
to facilitate uptake of systemically delivered
transgenes by tumours in preclinical animal mod-
els (Xu et al., 2002). A natural extension of this idea,
and a potentially exciting development for future
gene therapy applications is the construction of
vectors which combine the best features of viral
and non-viral mechanisms, so-called ‘artificial
virus-like particles’.

Artificial virus-like particles. Although non-viral
gene delivery strategies avoid some of the pitfalls
of viral vectors, they are generally less efficient
in transducing target cells than viral vectors. In
some gene therapy uses, this does not prove a sig-
nificant obstacle to their use. For example, in
immunomodulation, transduction of only a small
proportion of immune system target cells can
be sufficient to produce an adequate immune
response. In most other gene therapy uses, how-
ever, the efficiency of transduction is of vital
importance to the success of the strategy. In these
cases, a combination of viral and non-viral delivery
mechanisms may provide the best of both worlds.
Thus, various attempts have been made to produce
artificial virus-like particles (AVLPs), in which
plasmid DNA is packaged within a synthetic
polycation coating with specific targeting and/or
improved cell entry being achieved by conjugation
with eukaryotic or viral peptides known to have a
role in the processes of receptor binding and
internalization. Specificity in the targeting of
AVLPs can be achieved by incorporating either
specific ligands such as monoclonal antibodies
against the transferrin receptor or relatively non-
specific ligands such as peptides containing the
integrin-binding RGD peptide sequence.

Tumour-selective transgene expression
To maximize the therapeutic index of cancer gene
therapy strategies, the effect of the transgene must

CANCER GEN E TH E RA PY 467



be carefully targeted, such that tumour cells, but
not normal cells, are affected. Targeting can be
achieved at a variety of levels—targeting of deliv-
ery to a specific anatomical location, targeting of the
types of cells which a vector can enter, or targeting
expression of the transgene to particular cell types
or particular situations. It seems likely that the most
precise targeting of tumour cells, and therefore
therapies with optimum therapeutic index, will
involve targeting at multiple levels. For example, a
gene therapy might be targeted both to a tumour-
associated antigen at the cell surface and to cells
with particular patterns of transcription.

Transcriptional targeting. One of the most com-
monly employed mechanisms for selective target-
ing is to regulate the transcription of the transgene.
Transcriptional regulation is the most common
point at which regulation of gene expression is
achieved in nature, and it is therefore convenient to
exploit this for gene therapy.
Most gene therapy strategies involve a transgene

which encodes a protein effector, expressed via an
mRNA intermediate, which is transcribed by DNA-
directed RNA Polymerase II (PolII). The site of
initiation of transcription and the quantity of tran-
scripts produced from the gene are determined by
transcription regulatory sequences, known as pro-
moters and enhancers. Promoters are almost
invariably immediately 5 0 (or ‘upstream’) of the
transcribed sequences, and determine the situ-
ations in which transcription is initiated; enhancers
can be found upstream or downstream of the
transcription unit, sometimes at large distances, in
either orientation or within introns, and greatly
increase the quantity of transcripts produced. Pro-
moters are modular entities, being composed of
collections of cis-acting sequences, each recognized
by a DNA sequence-specific transcription factor.
These bind to the DNA and interact with one
another, forming a transcription initiation complex
with PolII (Beckett, 2001).
In this way, the initiation of transcription is

tightly regulated, such that expression of the
transgene product occurs only when and where
intended. This targeting of transcription can be
achieved in simple ways such as direct injection
of the gene therapy construct into a tumour
mass, under direct or endoscopic vision. In cases
such as this, no temporal or spatial control of
transcription is required; simply high-level
expression starting immediately after injection,

and only in the cells in the immediate vicinity. For
gene therapy approaches such as this, a constitu-
tive promoter is all that is required, and the most
commonly used are viral promoter/enhancers
such as the promoter/enhancer which controls
transcription of the cytomegalovirus (CMV)
immediate early region.

Tissue-specific promoters. For other strategies,
however, precise spatial and/or temporal control
of gene expression is required. Perhaps the most
common example is the use of tissue-specific pro-
moters. In principle, these permit systemic admin-
istration of the gene therapy construct, but
transcription and subsequent steps in gene
expression occur only in specific tissues. This is
because the promoter region contains sequence
elements which are recognized by transcription
factors found only in a particular tissue (or limited
subset of tissues), and without which a transcrip-
tion initiation complex cannot be formed. Thus,
removing the promoter region from in front of a
gene which is expressed only in a particular tissue,
say liver, and placing it in front of a suicide gene
will, in theory, result in tissue-specific expression of
the systemically delivered gene therapy construct
only in liver, and not in other tissues. On this basis,
the tyrosinase gene promoter has been used to
restrict expression to melanocytes in the treatment
of melanoma, the a1-antitrypsin or albumin gene
promoters to target liver cells for treating hepato-
cellular carcinoma, glial fibrillary acidic protein
(GFAP) promoter to astrocytes in the central nerv-
ous system, and immunoglobulin promoters to
B lymphocytes for the treatment of B-cell lympho-
mas such as Burkitt’s lymphoma. Potential new
tissue-specific promoters will hopefully become
available following the completion of the sequen-
cing of the human genome and the mass of new
data becoming available on the ‘transcriptome’ as
a result of bioinformatic analysis of results of
comparative cDNA arrays (Lockhart et al., 1996)
and SAGE (serial analysis of gene expression) data
(Velculescu et al., 1995).

Tumour-selective promoters. Tissue-specific pro-
moters are particularly useful for targeting meta-
stases using a systemically delivered vector. Of
course, there is the risk that normal cells in the
appropriate tissue will also be damaged. This is not
necessarily a problem for tissues which are ‘dis-
pensable’, such as the prostate. However, for many
if not most tissues, tumour-selective targeting is
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more important than tissue specificity. A variety of
tumour-selective promoters have been identified
and investigated for use in cancer gene therapy.
These include the promoters for the oncofetal pro-
teins alpha-feto protein (AFP), which is expressed
in hepatocellular carcinoma and the teratoma sub-
set of testicular cancers, and carcinoembryonic
antigen (CEA) which targets colorectal and some
other cancers, the prostate specific antigen gene
promoter which is active in prostate cancer cells,
and the thyroglobulin promoter for thyroid cancer.

Each of these promoters is useful for only one or
a few tumour types. However, it would be desir-
able to have a single gene therapy construct with
broad tumour tropism. Human telomerase permits
escape from senescence and consequent cellular
immortalization. It is aberrantly overexpressed in
80–90% of human tumours. Inclusion of the pro-
moters for either the RNA or protein components of
human telomerase may therefore provide a
tumour-selective gene therapy strategy applicable
to a wide range of tumour types (Keith et al., 2001).

Inducible promoters. Tissue-specific and tumour-
selective promoters provide spatial regulation of
therapeutic gene expression. Temporal control, and
the possibility of multiple dosing of gene therapy
after only a single administration of the vector, can
be obtained by using inducible promoters. In
strategies of this type, the addition of a small
molecule is sufficient to switch transcription on or
off. A variety of systems have been designed. The
earliest of these systems employed inducing agents
such as the heavy metal ions zinc and cadmium
(metallothionein promoter) and/or glucocorticoid
hormones. One of the most popular is based upon
the transcriptional repressor sequences of the bac-
terial tetracycline metabolism operon. Modifica-
tions have been made which enable transcription to
be either turned on or off by the presence of tetra-
cycline (or its analogue, doxycycline) (Gossen et al.,
1995; Mizuguchi and Hayakawa, 2002). Another
inducible system is based on the promoter for the
insect hormone ecdysone. Combinations of indu-
cible and tissue-specific regulation have already
been investigated (Chyung et al., 2003; Smith-Arica
et al., 2000).

Inducible systems rely on DNA-binding proteins
known as transcription factors. These are com-
posed of two domains, one of which binds to
specific promoter sequences, and the other of
which interacts with other components of the
transcription initiation complex. The anti-progestin

or ‘GeneSwitch’ system involves inducible
transcription in the presence of the small molecule
anti-progestin drug RU486 (mifepristone). A chi-
maeric transcription factor binds to the GAL4
recognition sequence and activates transcription
only in the presence of mifepristone.
The rapamycin-inducible ‘dimerizer’ system

employs the same principle of bi-partite transcrip-
tion factors, but the two components are encoded
separately, and are brought together only in the
presence of rapamycin, amacrolide antibioticwhich
also has immunosuppressant and anti-tumour
properties (Rivera et al., 1996). When rapamycin is
present it forms a ‘bridge’ between the two com-
ponents, permitting initiation of transcription. This
pharmacological induction of transgene expression
has already been utilized in a number of preclinical
gene therapy strategies, but has not yet been applied
in clinical trials. In a comparison between the vari-
ous inducible promoter systems, it has been sug-
gested that the rapamycin dimerizer system is
superior to tetracycline-regulatable, ecdysone-
inducible and antiprogestin-inducible systems (Xu
et al., 2003).
One of the main obstacles to the efficient use

of transcriptionally targeted gene therapy is
achieving appropriate levels of transcription. On
the one hand, a particular problem for inducible
promoters is ‘leaky’ transcription, whereby the
transgene is transcribed at low levels in the absence
of the inducing signal; on the other hand, especially
in the use of tissue-specific promoters, the levels of
transcription may be too low to generate adequate
levels of the transgene product to achieve a thera-
peutic effect. A solution to the former problem is to
insert transcriptional ‘insulator’ sequences, such
as those found in the chicken beta-globin locus,
or the ‘gypsy’ transposable element of Drosophila,
upstream of the inducible promoter, avoiding
inappropriate transcription by establishing higher
order domains of chromatin structure. One poten-
tial solution to the problem of low-level tissue-
specific expression is the use of the Cre/loxP sys-
tem. DNA sequences placed between the recogni-
tion sequences (loxP sites) for the bacterial Cre
recombinase enzyme are excised when the bacterial
enzyme is expressed in mammalian cells. The
problem of low levels of expression from a tissue-
specific promoter can therefore be overcome by
employing two constructs. One contains a high-
level constitutive promoter separated from the
transcription unit of the transgene by a transcription
‘stop’ sequence flanked by loxP sequences. In the
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second the Cre gene is placed under the transcrip-
tional control of a tissue-specific promoter. In non-
target tissues, neither the therapeutic transgene
product nor Cre is expressed, the former because of
the transcription stop sequences and the latter
because of the absence of tissue-specific transcrip-
tion factors. In the target tissue, however, low-level
expression of Cre occurs from the tissue-specific
promoter. Effective amplification of this tissue-
specific expression is achieved via the catalytic
activity of the Cre enzyme, which recognizes the
loxP sequences flanking the transcription stop sig-
nal, removes them, and places the transgene under
control of the high-level promoter. An elegant
modification of this Cre/lox switching mechanism
for transcriptional control enables a switch to be
made between the expression of two alternative
genes (Kaczmarczyk and Green, 2001).
Other promoters used in cancer gene therapy are

active only in certain physiological situations.
These promoters are activated in circumstances
commonly seen in the tumour microenvironment.
Perhaps the best example of this is the use of
hypoxia-inducible promoters. Transcription of
genes encoding products such as erythropoietin,
vascular endothelial growh factor, carbonic
anhydrase IX, glucose transporters, and glycolytic
enzymes is stimulated in the presence of hypoxia, a
situation which is commonly seen in large tumour
bulks and which correlates both with poor
prognosis and poor response to conventional
treatment modalities such as chemotherapy and
radiotherapy.
The potential value of gene therapy as an adjunct

to existing cancer treatments has highlighted the
potential importance of radiation-inducible pro-
moters (Greco et al., 2002; Scott et al., 2000). Hyp-
oxic tumours respond poorly to radiotherapy, even
with the use of known radio-sensitizers. Combined
treatment with radiotherapy plus gene therapy
(‘genetic radiotherapy’) may allow radiotherapy to
kill radio-sensitive components of a tumour at the
same time as activating transcription of a cytotoxic
transgene in portions of the tumour that are not
sensitive to the radiotherapy itself.
While regulation of transcription at the level of

transcription initiation is a commonly employed
mechanism in nature, and therefore in gene ther-
apy strategies to date, gene expression can also be
regulated at a variety of other levels. Another
mechanism for altering levels of transcripts avail-
able for translation, without altering the level of

transcription initiation is to modify the stability of
the mRNA, thereby altering the duration for which
each transcript is available for translation, and the
number of protein molecules generated per tran-
script. Certain mRNAs, such as that transcribed
from the prostaglandin-endoperoxide synthase
2 (PTSG-2; cyclo-oxygenase 2) gene, are stabilized
by the presence of AU-rich sequences in their
3 0 untranslated regions. Preferential stabilization of
the PTSG-2 mRNA appears to occur in tumour cells
via the activated Ras/MAP kinase pathway, per-
mitting the construction of a tumour-selective
conditionally replicating adenovirus in which the
adenoviral E1a protein is stabilized by the addition
of the 3 0 untranslated region of the PTSG-2 gene
(Ahmed et al., 2003).

Cell-surface targeting. Tumour cells can be selec-
tively targeted by exploiting known differential
expression patterns between tumour and normal
cells. Cell surface tumour-associated antigens
which are relatively overexpressed in tumour cells
can be targeted via specific molecular interactions,
such as the modifications of viral coat proteins or
the use of ‘molecular adaptors’, such as those used
for the re-targeting of adenoviral vectors (see
above).

Oncolytic viruses. The majority of gene therapy
strategies employing viral vectors use replication-
defective viruses. The role of the virus is to gain
entry to host cells; the therapeutic transgene is
contained within the viral genome merely to enable
packaging within the virus capsid, thereby
exploiting the highly evolved mechanisms of viral
cell entry.

Employing viruses in this way is safe, but effici-
ency is limited by the number of cells which take up
the viral genome. The effects of the transgene
product are limited to the infected cell itself and a
limited number of cells in the immediate vicinity,
exposed to a ‘by-stander effect’ (see above).
Although viral vectors transduce cells with high
efficiency in vitro, this efficiency is greatly reduced
in vivo, where cells are organized into tissues, with
tight junctions between epithelials cells, extra-
cellular matrix components and secreted glyco-
proteins providing additional barriers to viral
entry. As a result, only a small proportion of cells
are transduced in vivo (Chester et al., 2003).

Another class of viral vectors, however, can
replicate preferentially in tumour cells. These
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‘oncolytic’ or ‘conditionally replicating’ viruses
both selectively target tumours and improve the
spread of transgene products from cell to cell,
thereby improving the efficiency of gene therapy.
The ability of these viruses to selectively replicate
in tumour cells rather than normal cells has been
appreciated for many decades, but until recently it
has been viewed as no more than an interesting
phenomenon. In the last few years, however,
interest in the use of viruses themselves as anti-
tumour therapies, in their own right has been
rekindled, with a range of different viral families
being employed as oncolytic agents (Antonio
Chiocca, 2002).

Some of these viruses are oncolytic as wild-type
viruses, exploiting defects in intracellular pathways
which are commonly associated with the tumour
phenotype. For example, Newcastle disease virus
and vesicular stomatitis virus are tumour-selective
by exploiting defects in the interferon-response
pathways, while reovirus replication requires an
activated Ras pathway, again a common feature
of tumour cells. Newcastle disease virus (oncolytic
strain PV701) has already been proven to be safe
in a clinical trial on patients with advanced
malignancy.

Other viruses are not oncolytic as wild type, but
can be genetically engineered to exploit features
associated with tumour cells. For example, deletion
of the thymidine kinase (tk) gene of vaccinia virus
removes the virus’ ability to generate its own nuc-
leotide precursors, thereby inhibiting viral replica-
tion. However, many tumour cells have high
intracellular pools of nucleotides, compared to
normal cells, and thus the tk-deleted vaccinia virus
mutant can preferentially replicate in tumour cells.

The prototype for the recent explosion in
renewed interest in oncolytic viruses was a selec-
tively replicating adenovirus, dl1520 (ONYX-015).
This virus contains a deletion in a portion of
the adenovirus E1b early gene which encodes a
55 kDa protein product. One of the roles of this
55 kDa protein is to interact with the tumour sup-
pressor protein p53, preventing cell cycle arrest and
apoptosis, and allowing viral replication. The
dl1520 adenovirus mutant was postulated to pro-
duce selective lysis in tumour cells with p53
mutations, but not in normal cells. In normal cells
the E1b-deleted virus would, like any replication-
defective adenovirus, be unable to replicate.
However, in cells with mutant p53, the absence of
the 55 kDa protein would be irrelevant, and the

virus would be able to complete its natural lytic
cycle. As a large proportion of human tumours
contain p53 mutations, dl1520 therefore has onco-
lytic potential across a range of tumour types.
Indeed, initial in vitrowork supported this (Bischoff
et al., 1996). Subsequent investigations reveal the
situation to be more complex, with replication of
dl1520 being observed in cells having wild-type p53
sequence. This apparent anomaly can be explained
in terms of the p53 molecule being only one com-
ponent of a pathway with complex regulation—
defects at any one of a number of points could
prevent function of the pathway, and allow rep-
lication of dl1520, even if p53 itself were normal
(McCormick, 2000). Whatever the precise molecu-
lar mechanism, dl1520 has been proven to be safe
when administered via a variety of routes, in a
variety of tumour types, and even in pre-malignant
conditions. Although results when used as a single
agent in patients with recurrent head-and-neck
cancers were not impressive, it has proven effective
in combination with cisplatin/5FU chemotherapy
(Khuri et al., 2000). Consequently, a Phase III trial
has been initiated.
The results of clinical trials with dl1520 have

provoked a rush of other selectively replicating
adenoviruses. Another selectively replicating ade-
novirus whose mechanism of action is based upon
the same principles as dl1520, but which may be
more efficient at lysing cells is an E1a-deleted
adenovirus, dl922–947 (ONYX-411) (Heise et al.,
2000). This virus, and a similar virus constructed
by another group, D24 (Fueyo et al., 2000), are
designed to permit replication in cells which are
defective in function of the pRb (retinoblastoma)
tumour suppressor gene pathway, but not in nor-
mal cells. Other adenoviruses with enhanced
oncolytic activity have been obtained by ‘bioselec-
tion’, a process involving random mutagenesis of
the viral genome, followed by serial passage in
human tumour cell lines (Yan et al., 2003).
A development of the principles on which these

selectively replicating viruses were built involves
conditional expression of E1a or E1b gene products,
rather than simple deletion of the genes. Thus,
replacing the intrinsic viral promoter with a tissue-
specific or inducible promoter will result in
expression of E1a or E1b only in particular cir-
cumstances. For example, insertion of the tyr-
osinase promoter into an E1a mutant adenovirus
similar to those described above results in prefer-
ential killing of melanoma cell lines, compared to
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non-melanoma cells (Nettelbeck et al., 2002). Simi-
larly, replacing the viral promoter with the prostate
cancer-specific PSA promoter in the recombinant
adenovirus CV706 (previously known as CN 706,
Rodriguez et al., 1997) resulted in selective lysis of
PSA-expressing prostate cancer cells. CV706 has
therefore now entered clinical trials.
Another development is to encode additional

exogenous transgenes, rather than relying on onco-
lytic activity alone. Suicide genes such as cytosine
deaminase can be insertedwithin the viral genomeof
either dl1520 or dl922–947 in an attempt to improve
by-stander effect and/or immune stimulation.
Results presented in poster form at a major interna-
tional meeting suggest that intravenous administra-
tion of the dl922–947 derivative, ONYX-443, can
inhibit the growth of human tumour xenografts in
nude mice (Robinson et al., 2003; Shen et al., 2003).
Results with these conditionally replicating ade-

noviruses have prompted renewed interest in
oncolytic viruses from other viral families. The
most widely studied are the oncolytic herpes-
viruses G207 and NV1020. G207 has been demon-
strated to be tumour-selective, both in vitro and
in vivo, in a variety of tumour types.

28.2.4 Effector gene

Cancer gene therapy must aim to either control or
eliminate cancer cells which have escaped normal
limitations on cell growth and proliferation. This
can be achieved either by selectively killing tumour
cells or by limiting/reversing the malignant
phenotype.

Gene replacement strategies
Loss of both copies of ‘recessive’ tumour sup-
pressor genes is observed in many human tumours.
In principle, the re-introduction of a single func-
tional copy might reverse or abrogate the tumour
cell phenotype. An attractive potential target for
such gene replacement therapy is p53, the ‘guard-
ian of the genome’, which has multiple intra-
cellular roles as transcription factor, cell cycle
regulator and inducer of DNA repair or apoptosis,
in response to DNA damage. Mutations of the p53
gene are seen in over half of all human tumours,
and are often associated with poor prognosis.
A p53 gene replacement strategy was employed

in one of the first cancer gene therapy trials, a Phase I
study of safety in patients withmetastatic non-small
cell lung cancer (NSCLC), in which the wild-type

p53 gene was transcribed from a b-actin promoter
in a retroviral vector (Roth et al., 1996). A variety of
other phase I trials have followed, mostly employ-
ing two similar adenoviral vectors (INGN201 and
Sch-58500) in which the p53 gene is expressed at
high levels from a constitutively active CMV pro-
moter. These vectors have been demonstrated to be
safe in patients with advanced NSCLC, squamous
head-and-neck carcinoma, breast cancer and mela-
noma, glioma, and muscle-invasive bladder cancer.
Several of these Phase I trials showed expression of
the p53 transgene, in terms of either mRNA
expression, protein expression, or biological activity
of p53, such as induction of p21/WAF.

In further, Phase II, trials of INGN-201 and Sch-
58500 in NSCLC, in combination with radiotherapy
or chemotherapy, objective tumour response, and
p53 transgene expression were seen in more than
60% of cases. Phase II/III trials of p53-expressing
adenoviral vectors, given intravenously or intra-
peritoneally in combination with systemic chemo-
therapy þ/� radiotherapy are now under way in
NSCLC, head-and-neck cancer and ovarian cancer
(Gene Therapy Clinical Trials Database, 2004).
A failure to demonstrate added benefit would not
be entirely surprising. To completely eradicate
chemotherapy- or radiotherapy-resistant tumour
would require 100% efficiency of transduction and
transgene expression. Even if this were possible,
success would also depend upon the targeted
transgene being the sole causative event and its
re-introduction being capable of reversing all
downstream phenotypic defects. This seems
unlikely given our knowledge of the multi-stage
nature of carcinogenesis. Hence, many of its pro-
ponents feel that gene therapy is most likely to be
useful by killing tumour cells.

Suicide gene therapy
The most commonly used effector genes in gene
therapy strategies are so-called ‘suicide genes’. In
their simplest form, suicide gene therapies encode
proteins, such as the A subunit of Diphtheria toxin,
which are in themselves directly toxic to cells. More
commonly, the ‘suicide’ transgene product is not
toxic in itself. Rather, the transgene encodes an
enzyme which activates a non-toxic prodrug to
form an active drug with cytotoxic activity.
These suicide genes are usually prokaryotic or
lower eukaryotic genes which either do not have
homologues in human cells, or whose human
homologues have far less enzymic activity.
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Therefore, prodrugs can be activated selectively in
transduced cells. Suicide genes of this sort are the
principal component of so-called gene-directed
enzymeprodrug therapy (GDEPT) or virus-directed
enzyme prodrug therapy (VDEPT). The inherent
safety of this mechanism is obvious. Cell killing
requires both expression of the transgene and the
presence of the prodrug: each component is non-
toxic on its own; both are required for any effect.

One of the first prodrug activating enzymes used
was bacterial cytosine deaminase (CD). The normal
reaction catalysed by CD is the deamination of the
pyrimidine base cytosine, to uracil. However, its
substrate specificity is not limited to cytosine; it can
also deaminate halogenated derivatives of cytosine,
including 5-fluoro-cytosine (5FC), forming the anti-
metabolite, 5-fluoro-uracil (5FU), which is an
inhibitor of DNA and RNA synthesis. GDEPT
strategies localize the conversion of systemically
delivered 5FC so that the cytotoxic activity of 5FU is
confined to cells which contain the transgene,
thereby optimizing therapeutic index. Recent
developments include the use of yeast, rather than
bacterial CD, which has a far greater affinity for
5FC substrate, making cells transduced with yeast
CD more sensitive than those transduced with the
bacterial enzyme, for a given 5FC dose.

The most widely used prodrug activating
enzyme, experimentally and clinically, is the Her-
pes Simplex Virus thymidine kinase (HSV-tk) gene.
This activates the prodrug ganciclovir, which is a
nucleoside analogue. Activation of the prodrug
involves three phosphorylation steps. The tripho-
sphate acts as a DNA replication chain-terminator,
in a cell cycle S phase-specific fashion. In mam-
malian cells, there are no kinases capable of effi-
ciently performing the first of these three
phosphorylation steps. Ganciclovir on its own is
therefore non-toxic to mammalian cells. However,
gene therapy employing the HSV-tk gene performs
the monophosphorylation with high efficiency,
whereupon endogenous kinases rapidly form the
di- and triphosphates.

Ganciclovir is less toxic than 5FC when admi-
nistered systemically, and the efficiency of conver-
sion of prodrug is higher. Therefore, the HSV-tk/
ganciclovir system has beenmore widely applied in
preclinical and clinical studies. However, a major
limitation of the HSV-tk system is that the
‘by-stander effect’ (see above) is dependent upon
gap junction communications between adjacent
cells, a significant limitation for use in a number of

tumour types with reduced expression of the con-
nexin proteins which make up gap junctions.
The relative or absolute lack of gap junctions

is less of a problem for another prodrug activating
enzyme, bacterial nitroreductase (NTR). Its
prodrug substrate CB1954 (5-(aziridin-1-yl)-
2,4-dinitrobenzamide) is a weak monofunctional
DNA-alkylating agent. Activation produces a
4-hydroxyl-amino derivative, which is a much
more potent bifunctional alkylating agent. The
inter-strand cross-links formed result in cytotoxi-
city which is independent of cell cycle phase. In
other words, unlike HSV-tk ganciclovir and CD/
5FC, the toxicity of the activated prodrug can affect
both dividing and non-dividing cells. This is
important as, at a givenmoment when gene therapy
is delivered, a large proportion of tumour cells are
either ‘out of cycle’ in the G0 phase or cycling
slowly. Crucially, activated CB1954 is able to spread
from cell to cell via diffusion, rather than requiring
the presence of gap junctions (Bridgewater et al.,
1995). Adenoviral vectors with the NTR gene under
control of a constitutive promoter are currently in
clinical trials, and preliminary results of anti-
tumour efficacy are eagerly awaited.
Attention has focussed recently on improving the

by-stander effect of HSV-tk. One of the methods
employed has been to deliver a second prodrug
activating enzyme and prodrug. However, data
regarding the combination of HSV-tk/ganciclovir
and CD/5FC systems is conflicting, with a couple
of reports suggesting additive or synergistic effects,
and another suggesting that the two systems
counteract one another. Combining HSV-tk/
ganciclovir with NTR/CB1954 resulted in
cooperative killing (Bridgewater et al., 1995).
Other mechanisms which might improve the

bystander effect of HSV-tk/ganciclovir include
co-transduction of gap junction-deficient tumour
cells with connexin genes and use of the HSV gene
product, VP-22. This protein has the unusual ability
to undergo intercellular trafficking. Fusion proteins
in which VP-22 is covalently linked to GFP and the
prodrug activating enzymes HSV-tk and cytosine
deaminase were not only efficiently transported to
neighbouring cells, but also retained function of the
non-viral portion of the chimaeric protein.
Purified preparations of the C-terminal half of the

VP-22 protein can also be complexed with other
proteins, peptides, oligo-deoxynucleotides (ODNs),
and ribozymes to formnovel particles for improving
the efficient delivery of gene therapy. Complexing
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with ODNs produces light-inducible ribonucleo-
protein ‘vectosomes’, which are dissociated by light,
releasing ODNs (Zavaglia et al., 2003). Although
successful in vitro and in pre-clinical studies, this
strategy is yet to be proven in published clinical
trials.
Some studies investigating the bystander effect

of the HSV-tk/ganciclovir system have suggested a
‘distant bystander’ effect, as well as a local effect
seen immediately surrounding cells expressing the
tk transgene. The observation that the distant
bystander effect was delayed compared to the local
one may imply an immune mechanism. Combina-
tion gene therapy strategies in which there is
co-expression of prodrug activating enzymes and
immuno-modulatory/cytokine genes are therefore
attractive.
A novel cytotoxic strategy more akin to the ‘dir-

ect’ suicide gene strategies above, combines direct
cytotoxicity with the stimulation of the immune
system. Fusogenicmembrane glycoproteins (FMGs)
are viral structural proteins found in viruses such
as gibbon ape leukaemia virus (GALV), vesicular
stomatitis virus (VSV) and measles virus, whose
normal function is to facilitate the entry of the viral
genome into host cells. When expressed as trans-
genes, however, they can form tumour cell syncytia
and induce non-apoptotic cell death both in vitro
and in preclinical animal tumour xenograft models
(Bateman et al., 2000). Cytotoxicity appears to be
more potent than with the ‘traditional’ suicide
genes HSV-tk and CD. Syncytium formation not
only produces a form of bystander effect by the
fusion (and subsequent death) of virally trans-
duced cells with surrounding non-transduced cells,
but also appears to stimulate specific anti-tumour
immunity. Use of these FMGs in conjunction with
conditionally replicating adenoviruses also seems
to enhance cytotoxicity of the virus. Translation of
promising preclinical results with these promising
new gene therapy agents into clinical trials is
keenly anticipated.

RNA-directed strategies
Most gene therapy strategies have relied upon
effectormechanisms based aroundproteins,with the
exogenous transgene either encoding a protein, or
targeting a protein. However, gene therapy strat-
egies can also target mRNA. For example, selective
targeting of EGFR-overexpressing tumours could, in
theory, be directed against the EGFR mRNA in a
sequence-specific fashion (Nagy et al., 2003).

There are three basic types of RNA-directed gene
therapy strategies: ‘anti-sense’ single-stranded
oligo-deoxynucleotides; ‘ribozymes’; and ‘RNA
interference’ (Kurreck, 2003; Scherer and Rossi,
2003). In each case, the effector is a ssRNA gene
therapy product, rather than an enzyme or anti-
body. All three strategies result in sequence-
specific recognition (and in most cases subsequent
cleavage) of mRNA transcripts. Each selectively
reduces the quantity of mRNA transcripts, or
blocks their translation. They are therefore parti-
cularly useful as therapies for tumours in which
there is aberrant qualitative or quantitative gene
expression—for example in the expression of
mutated or overexpressed proto-oncogenes.

Because of this ability to reduce the level of
mRNA transcripts, they are therefore sometimes
referred to as ‘knock-down’ strategies. This is by
analogy with so-called ‘knock-out’ transgenic mice,
in which individual genes, or portions of genes, are
selectively deleted from the genome, to investigate
the phenotypic consequences. Similarly, anti-RNA
strategies have been widely used to investigate the
phenotypic effects of reducing the level of specific
mRNA transcripts in the embryological develop-
ment of organisms such as the nematode worm
Caenorhabditis elegans.

While the use of RNA-directed strategies in this
sense is an experimental tool, aimed at identifying
molecular function, these strategies also present
therapeutic possibilities. Such RNA-directed gene
therapy strategies have been under investigation
for many years. While elegant in principle, they
have, until recently, had limited efficacy. However,
the recent elucidation of the mechanism of so-called
RNA interference, involving small interfering
RNAs (siRNAs) or short hairpin RNAs (shRNAs)
has rejuvenated interest in this type of strategy.

The first of the RNA-directed gene therapy
strategies involved so-called anti-sense technology.
Single-stranded oligo-deoxynucleotides (ODNs),
complementary to mRNAs and introduced into
cells, can reduce the level of expression of
the encoded protein in one of two ways (Kurreck,
2003; Scherer and Rossi, 2003). Sequence-specific
Watson–Crick base-pairing between the antisense
ODN and its complementary mRNA can sterically
inhibit translation of the message. Alternatively,
ODNs form an RNA : DNA heteroduplex which is
recognized by the cellular enzyme RNase H, with
consequent mRNA cleavage. The ODN can be
re-cycled to target further RNA molecules. It can
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thus be thought of as a co-factor for RNase H in a
genuinely catalytic process. The sequence-specific
nature of the ssDNA : mRNA interaction makes
this a particularly attractive feature for tumour-
selective targeting. The requirement for a precise
match between ODN and mRNA can be exploited
to differentially target the mutated mRNA of a
cellular proto-oncogene.

Unlike other RNA-directed strategies, anti-sense
strategies have been around sufficiently long to
have entered clinical trials. Only one, for the
non-cancer condition CMV retinitis has received
official regulatory approval for use beyond clinical
trials. Others (e.g. ISIS 2503 directed against
mutated H-ras and 3521 (Affinitak) against protein
kinase C) are being trialled as anti-cancer agents.

The second anti-RNA strategy involves ribo-
zymes. These are derivatives of naturally occurring
molecules found in a variety of organisms, includ-
ing the ciliate protozoan Tetrahymena thermophila.
These molecules can perform cleavage of ssRNAs,
in the absence of any protein. In nature, many of
these catalyse intra-molecular cleavage ‘in cis’, but
they have been engineered to form trans-splicing
ssRNA molecules about 40 nt in length with exotic
names such as ‘hammerhead’, ‘axehead’, ‘pseu-
doknot’ and ‘paperclip’ ribozymes. Like ODNs,
they bind to target mRNAs in a sequence-specific
fashion, via substrate-binding sequences either side
of a catalytic site which recognizes a triplet
sequence in the target mRNA. The most efficiently
cleaved nucleotide triplet cleavage sequence is
often GUC. Of course, this requirement places
limitations on the mRNA sequences which can be
recognized and cleaved. Clinical trials with ribo-
zymes have been initiated in patients with AIDS
and in healthy volunteers, but not, as yet, for
patients with cancer.

The third type of RNA-directed gene therapy is
known as RNA interference. The so-called ‘gene
silencing’ can be achieved via 21–23nt ssRNA
effectors known as siRNAs, complementary to
mRNA targets. These siRNAs are derived from
short dsRNAs which are sufficiently short to avoid
inducing the cellular type I interferon anti-viral
response to cytoplasmic dsRNAs longer than
approximately 30nt. siRNA production is via an
intracellular multi-molecular complex known as
RISC (RNA-induced silencing complex). Short
dsRNAs can be introduced into target cells in a
variety of ways, including the PolIII-mediated
transcription of shRNAs or cleavage of longer

dsRNAs in vitro by the ‘Dicer’ enzyme complex,
but in all cases, complexing with RISC forms a
final common pathway. RISC separates 21–23nt
dsRNAs (with short 3 0 overhangs) into single
strands, and forms sequence-specific ternary com-
plexes with mRNAs. The RISC complex then
cleaves the target mRNA. siRNAs can thus be
designed to target mRNAs which are over-
expressed in tumours. Again, the siRNA : RISC
complex remains catalytically active. In vitro, these
reductions in transcript levels can persist for peri-
ods between several days and several weeks.
Like other RNA-directed strategies, the sequence-

specific recognition of mRNAs by siRNAs provides
the possibility of tumour-specific targeting. Both
point mutations and gross chromosome abnor-
malities can be targeted. For example, it is possible
to target the transcript which results from the
bcr–abl gene fusion responsible for chronic
myelogenous leukaemia (CML) and a sub-set of
acute lymphoblastic leukaemia (ALL). In estab-
lished and primary cell lines from CML patients,
chemically synthesized siRNAs have been shown
in in vitro experiments to reduce the levels of bcr–abl
fusion transcripts by 87%, without affecting either
of the unfused bcr or abl transcripts from the
unaffected chromosomes. In addition the siRNAs
were able to reduce the levels of the fusion protein
by 80% and to limit the proliferation of cells (Scherr
et al., 2003).
Whilst RNA interference offers exciting pro-

spects for potential therapeutic strategies, and is the
focus of much pre-clinical work, none of these
approaches has yet reached a clinical trial. Labor-
atory experience suggests that the selection of tar-
get sequences is important—there appears to be an
enormous variability in the efficiency with which
sequences from different regions of a single mRNA
achieve a gene silencing effect.

Immunotherapy
Rare observations of spontaneous regression of
solid tumours such as renal carcinoma and mela-
noma, combined with serendipitous clinical dis-
coveries such as the ability of Streptococcal cultures
to induce regression of advanced sarcomas, have
generated the hypothesis that treatment might be
directed at overcoming a tumour’s ability to
‘escape’ immune surveillance.
The complexity of the human immune system

and the diversity of tumour types make for a
potentially bewildering array of immunotherapy
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strategies. Some of these are amenable to gene
therapy approaches. Gene therapy and immu-
notherapy can thus be thought of as overlapping
subsets of anticancer treatments.
Immunotherapy is well established in the treat-

ment of certain cancers, particularly those which
respond poorly (or not at all) to established treat-
ments (see Chapter 27). For example, exogenous
administration of the cytokine interleukin-2 (IL-2),
a naturally occurring component of the human
immune system, either alone or in combination, can
produce tumour shrinkage in a proportion of
patients with advanced renal cell carcinoma.
Some immunotherapies involve only passive

immunity, using ‘humanized’ antibodies against
tumour antigens, sometimes with toxins such as
ricin or radiolabels attached, or the induction of
‘graft-versus-tumour’ responses such as those seen
with mini-allografts against renal cancer. However,
it seems likely that the most successful immu-
notherapy strategies will involve induction of act-
ive immunity, involving the stimulation of both
cellular and humoral components of the immune
response.
The simplest type of active immunotherapy

strategy involves attempting to generate an anti-
tumour immune response by vaccinating with
tumour-associated antigens (TAAs), expressed
exclusively by tumours, or overexpressed in
tumour cells compared to normal cells. In its sim-
plest form, this need not involve gene therapy. For
example, patients can be injected subcutaneously,
intradermally or intramuscularly with whole cell
lysates derived from tumour cells, with partially
or fully purified preparations, or with synthetic
peptide sequences derived from known tumour
antigen sequences. However, vaccination strategies
of this type are of limited clinical efficacy, due to
the low efficiency of antigen presentation and/or
lymphocyte activation. Gene therapy has the
potential to improve the efficiency of induction of
these tumour-specific immune responses. Either a
single antigen can be expressed at high levels by
driving its expression from a constitutive high-level
promoter, or multiple epitopes can be expressed
from a single gene therapy construct—so-called
poly-epitopes (Smith et al., 2001).
‘Immunogene therapies’ may involve either gen-

etic modification of tumour cells themselves in situ,
or of cells of the immune system ex vivo, by ‘adoptive
transfer’. These genetic modifications can either be
performed using naked DNA or viral vectors.

Alternatively, tumour cells can be genetically
modified in situ by the introduction of gene therapy
vectors encoding cytokine genes to stimulate non-
specific activation of the immune system, or to
attract antigen-presenting cells or T lymphocytes.
Efficiency of these activation processes can be
enhanced by co-administering genes encoding
co-stimulatory molecules such as B7.

Ex vivo modification is usually of professional
antigen-presenting cells such as dendritic cells, or
of cytotoxic lymphocytes (CTLs). For example,
TAA or cytokine genes can be introduced into
dendritic cells using a variety of viral vectors,
including adenoviruses and lentiviruses. Ex vivo
modification can be of either autologous or het-
erologous cells. Using autologous cells obviously
requires individualized treatment, which is neces-
sarily time-consuming and expensive, whereas
heterologous (allogeneic) donor cells or cell lines
permits the treatment of multiple patients with the
same vaccine preparation.

One role for immunogene therapy is to enhance
the immune recognition of poorly immunogenic
tumours. Cytotoxic lymphocytes can be genetically
modified ex vivo so that they can be activated by
antigen alone, in a major histocompatibility com-
plex (MHC)-independent fashion. This is poten-
tially particularly useful as many tumours have
limited or absent class I MHC expression. Trans-
genes are introduced which encode chimeric
immune receptor proteins known as ‘T bodies’,
consisting of TAA-specific antibody sequences
linked either to the transmembrane and intracel-
lular portions of T-cell receptors, or to intracellular
signalling domains.

Immunogene therapy thus represents one of the
most promising categories of gene therapy, and
may be particularly useful in combination with
suicide gene therapy, as described above.

28.3 Gene therapy in practice

Cancer gene therapy is a new antitumour treatment
modality. Along with gene therapies for other, non-
malignant, conditions it is a rationally designed
approach, based on sound scientific principles, and
fuelled by the recent dramatic expansion in our
understanding of the molecular basis of cancer. A
plethora of elegant strategies has been proposed
and tested for a wide variety of tumours, involving
different combinations of delivery route, vectors for
cell entry, intracellular targets, effector genes and
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tumour-targeting approaches. Like other treatment
modalities, some gene therapy approaches may be
applicable across a range of tumour types, and gene
therapy need not be considered to be tumour site-
specific.

Gene therapy is one of a class of new biological
therapies which are rationally designed to exploit
known molecular characteristics of disease, with
selective targeting of knownmolecular pathologies.
Molecularly-targeted biological therapies for cancer
have already been shown to be safe and effective for
a range of tumour types. For example, humanised
monoclonal antibodies have been demonstrated in
Phase III clinical trials to improve survival in subsets
of breast cancer (Slamon et al., 2001) and colon can-
cer, while receptor tyrosine kinase inhibitors have
been shown to be effective in chronic myelogenous
leukaemia and gastrointestinal stromal tumours.

While no longer in its infancy, gene therapy
should probably still be regarded as a developing
treatment modality. Many of the proposed strat-
egies have been demonstrated to work in vitro, and
a large number have gone into clinical trials. Any
new treatment entering clinical trials must be pro-
ven to be safe and effective, and, to be accepted as a
new standard of care, must improve upon the
therapeutic index of existing therapies, either as a
replacement or as an adjunct to current treatment.
The evidence to date suggests that most gene ther-
apies have little or no immediate toxicity. Despite
the recruitment of several thousand patients into
more than 900 clinical trials of gene therapy to date,
there has been only one acute treatment-related
death reported (Assessment of adenoviral vector
safety and toxicity, 2002). Some long-term toxicity is
now starting to be recognised, the theoretical pos-
sibility of treatment resulting in second malignancy
due to retroviral insertional mutagenesis becoming
reality, with the discovery of secondary leukaemias
in two non-cancer patients cured of SCID. While
disappointing, and rightly a cause for reflection
before pursuing these treatments further, we
should not be unduly surprised or deterred. All the
existing cancer treatment modalities have signific-
ant side effects and non-zero treatment-related
mortality. While one of the goals of cancer gene
therapy is to obtain the best possible therapeutic
index, it was never likely that we could obtain both
zero toxicity and 100% efficacy.

Demonstration of clinical efficacy is a time-
consuming process, and given that most gene
therapy strategies are still in the early stages of

clinical testing (more than 60% of trials have been
phase I toxicity assessments, and less than 2%
phase III comparisons with standard treatments)
we still have few which are proven to work. What,
then, is the future for cancer gene therapy and what
will be its place in future treatment of cancer? It
seems likely that, like other non-surgical treat-
ments, it is most likely to be effective in the context
of minimal disease bulk. It may be that, like other
‘biological therapies’, gene therapy will be effective
only in selected subsets of patients whose tumours
exhibit precise molecular profiles. For those gene
therapy strategies which do turn out to be effective,
it seems likely that they will work best in com-
bination with existing treatment modalities. It may
be that these combinations are not able to eliminate
a patient’s cancer completely, but may be able to
change it from a rapidly fatal disease to a chronic
disease, similar, say, to diabetes. Certainly, gene
therapy is not (and should never have been anticip-
ated to be) a single-agent ‘miracle cure’ for all types
of cancer. Rather, it is likely to be used as com-
bination therapy to provide a further incremental
improvement in cancer treatment success, as part of
an armamentarium of cancer treatment modalities
from which an appropriate patient-specific com-
bination can be selected.
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29.1 Introduction

Screening is aimed at identifying selecting a small
group of individuals who are likely to benefit from
some form of intervention to reduce the morbidity
and mortality from cancer. Screening can take
several forms, can be aimed at different popula-
tions, and can have different goals. Very often it is a
multistage process in which individuals positive at
one stage are referred on to a more invasive or
intensive procedure to see if cancer is present.
There are several pitfalls in the evaluation of the
efficacy of screening modalities and it is vitally
important that screening should domore good than
harm, since one is approaching a healthy popula-
tion and asking them to undergo a medical pro-
cedure, as opposed to the usual clinical paradigm
in which an unwell patient approaches the
doctor and actively seeks advice and treatment. It is

sometimes useful to think of screening in terms of
insurance in which many individuals have to pay a
small fee in order for a few individuals to benefit.

Since screening can only identify individuals in
need of treatment, it alone cannot affect the course of
cancer. It is the subsequent treatment which aims to
do this. In most cases this is surgical, but when an
increased risk of developing cancer is found and/or
pre-cancerous lesions that may recur are detected,
there is increasing interest and activity in the use
of agents to arrest the development of cancer.

In this chapter we review some general consi-
derations relevant to screening, consider a number of
different screening technologies, and then examine
the role of screening for a number of specific cancers.

The key requirement in screening is the existence
of a safe, acceptable test which discriminates well
between those in need of treatment and those who
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do not. Sufficient knowledge of the natural history of
the disease to identify at which stage early detection
is likely to be important for reducing mortality and
morbidity, and choice of the population to be
screened are also critical.Other issues suchas the age
range, screening interval, and follow-up procedures
are also important and can have a large impact on
the cost of screening. These issues are discussed
in greater detail below along with the possible
methods for evaluating screening programmes.

29.1.1 Types of screening tests

Broadly speaking, one can identify three very
different types of cancer screening: genetic screen-
ing, screening aimed at early diagnosis of cancer,
and screening aimed at the identification of
pre-cancerous lesions. The first of these, genetic
screening, is a form of risk profiling and is only
briefly considered in this chapter. The other two
forms of screening are both designed to detect
neoplasia at a point in time when it can be easily
and successfully treated. Such screening could be
offered either to a large subgroup of the general
population (identified by age and sex) or to a small
group considered to be at particularly high risk for
a particular cancer. Examples include lung screen-
ing for current and ex-smokers or those exposed
to asbestos; and bladder screening for those with
occupational exposure to certain carcinogens.

Screening aimed at early detection of the cancer
can never reduce the incidence of disease, but may
reduce mortality and morbidity associated with
advanced disease. For example, a reduction in breast
cancer mortality has been clearly demonstrated in
women who have been screened by mammography,
and this is due to the fact that, in many women early
detection permits the surgical removal of the lump
before it has metastasized, so that the chances of cure
are high. However, this example also illustrates the
limitations of screening tests aimedat early detection,
since some breast cancers metastasize at a very early
stage, before they are detectable by mammography.
For these women slightly earlier detection of their
cancers by mammography is of little benefit.

Other screening modalities aim to detect
pre-cancerous lesions. The classic example of this is
cervical cytology. Here the goal is to detect pre-
cursor lesions before they become invasive, so that
removal carries an almost 100% cure rate. In this
case a major problem is knowing which lesions are
likely to become cancerous if left untreated so as to

avoid over treatment of benign lesions with no
malignant potential.
These two examples illustrate the need to

understand the natural history of the cancer under
consideration. Screening can only be effective if
lesions are detected at a time when effective treat-
ment is still possible and in this respect the ability
to detect pre-cancerous lesions is a key feature.
The use of mammography is thought to reduce
mortality from breast cancer by about 30% whereas
estimates of the mortality reduction associated with
regular cervical smears are between 70% and 90%.
Opposing this, however, is the fact that screening
can only be cost-effective and generally acceptable
to the population if treatment, especially invasive
and unpleasant treatment, is restricted as much
as possible to those lesions which are destined to
become cancer if left untreated. The benign to
malignant ratio in open biopsies following a
mammographically detected abnormality is well
below one in European centres, whereas, for cer-
vical cancer, far more pre-invasive lesions are
treated than would ever become cancer. It is also
worth remembering that because breast cancer is so
much more common in the Western world, mam-
mographic screening still has a greater potential for
overall mortality reduction, even though the test is
less effective. A perfect screening test would detect
all lesions destined to become cancer at a stage
before they become incurable, but would not refer
for further investigation and treatment any abnor-
mality not destined to become invasive cancer.
In practice, this is never achieved and one is usually
prepared to tolerate a considerable amount of over-
treatment for the safety and peace of mind that the
treatment of any suspicious lesions brings.
Genetic testing will develop enormously in the

future as more cancer predisposing genes are
found. At the moment it is limited to rare cancer-
family syndromes such as familial adenomatous
polyposis (FAP), where genetic testing can indicate
which members of the family carry a mutation with
almost 100% penetrance for colon cancer. Similar
tests can now be performed on families with rare
genes (BRCA1, BRCA2) predisposing to breast and
ovarian cancer. Some genetic changes, such as the
Li–Fraumeni syndrome (a mutation in the TP53
gene), are also clearly linked to a high risk of many
cancers and screening for this mutation imposes
a severe challenge since positives must then be
screened regularly for a variety of tumours. Future
work will make similar tests available for other

S C R E EN I NG 481



cancers that run in families and eventually allow
one to test for sporadic or somatic mutations, which
increase the risk of cancer, in the general popula-
tion. This is already leading to difficult ethical
problems regarding who should be tested and who
has the right to know the results of such tests.
Genetic screening will lead to a very different form
of programme as it will involve whole families and
populations with founder mutations. It will then
require intensive follow-up of individuals testing
positive, and the use of chemopreventive agents or
prophylactic surgical removal of the organs at risk.

29.1.2 Safety and acceptability

Safety and acceptability are also important issues
when considering the introduction of a screening
test. The demands are far more acute than in a
therapeutic setting, since the number of screens
needed to save one life is usually measured in
thousands. Thus even a low complication rate can
seriously affect the risk–benefit ratio. In addition to
problems occurring at the initial screen any unto-
ward effects associated with the further investiga-
tion of false positives also need to be assessed.
For example, faecal occult blood testing is certainly
a safe initial screen for bowel cancer, but when
rehydrated samples are assayed, the positivity rate
approaches 10% per test and all of these individuals
may be referred for colonoscopy, a major procedure
with an appreciable complication rate.
Acceptability is a larger issue, which partly relates

to safety but also includes issues of discomfort,
anxiety, and cost. To a large extent, acceptability is
based on prevailing social perceptions. For example,
any kind of screening for bowel cancer, which
requires collection of faecal material or endoscopic
viewing of the bowels, will have to overcome certain
taboos. A large element in achieving this will be the
ability to persuade patients that the test truly pro-
tects them from cancer. This cannot be claimed until
convincing large trials are completed, so the pro-
blems are particularly acute at the early stages of
development of a new test. Human papillomavirus
(HPV) testing provides a different example. Here
there are concerns about the stigma associated with
having a sexually transmitted virus and the affect
this could have on a married couple. However,
social taboos can be overcome, as evidenced by the
high rate of attendance that is now achieved in
Britain and Scandinavia following an invitation for a
cervical smear or a mammogram where embarrass-
ment, fear, and discomfort were initial barriers.

Education of the public and profession about the
benefits and goals of screening can make a large
impact on the compliance rates and ultimately on
the effectiveness of a screening programme.

29.1.3 Who should be screened?

The population chosen for screening is crucial to its
success. A key issue in deciding if screening is
appropriate is the amount of disease present in the
population offered screening. In public health terms
this means that population screening has the
potential for doing the most good if directed at the
major cancers. For the developedworld the common
cancers arise in the lung, bowel, breast, prostate,
stomach (especially in Japan), and to a lesser extent
ovary and bladder. For developing countries the
priorities are different. For example, cervix cancer
would have the highest priority in many places,
liver cancer would be important in Africa and the
south-east coast of China, and oesophageal cancer
would rate high in parts of China, south-east Africa,
and around and to the east of the Caspian Sea.

While focusing on the common cancers is helpful
in deciding which sites are good candidates for
screening, this is of little help unless an effective
screening test exists. Less common cancers can be
appropriate targets if highly effective but simple
means of screening exist. Some modalities are only
suitable for high-risk populations. For example,
regular screening for bladder cancer by urine cyto-
logy is appropriate for workers in the dyestuff or
rubber industry where the risk is increased because
of exposure to chemicals known to cause bladder
cancer. However, it would not be cost-effective if
applied to the general population. In other cases it
might be appropriate to screen the general popula-
tion once, but then only apply repeated screening to
a high-risk subgroup identified at the initial screen.
At the other extreme is screening of the entire (male/
female) population within a given age range at
regular intervals. The two procedures for which this
has become an established practice are cytological
examination of cervical smears in women aged
25–64 every 3–5 years and mammographic imaging
of the breast in women aged over 50 every 2–3 years.

29.2 Evaluation of screening

29.2.1 Evaluating the test

Screening tests are usually evaluated in terms of
sensitivity, specificity, and positive predictive
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value. These quantities are computed from a 2� 2
table, which classifies whether disease was present
or not according to whether the test was positive
or negative. The basic quantities are shown in
Figure 29.1. Sensitivity is the proportion of indi-
viduals with disease who were positive on the test,
while specificity gives the proportion of individuals
without the disease who tested negative. Sensitivity
and specificity do not depend on the prevalence of
disease. A measure which also reflects this is the
positive predictive value. This is defined as the
probability of having disease given that the test was
positive.

Calculation of these measures is often difficult.
A major problem is that unless the entire popula-
tion offered screening receives a full diagnostic
workup, the total number of people who have the
disease is not known. When a number of different
screening tests are applied simultaneously, their
relative sensitivities can be determined from the
number of diseased individuals among those who
were positive on any test. Alternatively, cancers
arising within a given interval after a negative
screening outcome (usually one or two years) can
be used as a surrogate for false negative tests.
Another problem is how to decide what constitutes
a disease being present, especially when screening
for precursor lesions. Also, when a multi-step
screening process is applied, it may be difficult to
decide at what stage the ‘screening test’ is positive
without careful recording and reporting.

29.2.2 Potential biases

Ultimately, screening needs to be evaluated in terms
of its impact onmorbidity andmortality. Because of

the large size and long follow-up time needed to do
this properly, there has been much interest in using
short-term intermediate endpoints for evaluation.
These include detection rates for pre-cancerous and
cancerous lesions and characteristics of the cancers
detected such as size, stage, and grade. The rate of
occurrence of ‘interval cancers’ in the period fol-
lowing a screen showing no abnormalities can also
be used. These markers are very useful for deciding
if a screening modality has promise and for tuning
the finer parameters of a screening programme,
such as the screening interval and age group to
be offered screening. However, they can be unreli-
able as the onlymethod of evaluation and need to be
underpinned by clearly established mortality
reductions in randomized trials.
Naı̈ve analysis of survival rates is subject to

serious biases. The most important of these are
lead-time bias and length-bias. Lead-time bias
refers to the fact that early detection of disease
will give the appearance of better survival (from
the date of diagnosis) in screen-detected cases
compared to symptomatically detected cases, even
when screening has no effect on the natural history
of disease. In this circumstance, screening is actu-
ally detrimental to the patient who is given a death
sentence and cancer label sooner, but whose dis-
ease course is unchanged. This appears to be the
case for lung cancer screening by chest X-ray. In a
less extreme form, where screening does some
good, the apparent benefits can be exaggerated
by this bias. However, it should be remembered
that the effect of screening is dependant on the
available treatments and new more effective treat-
ment may make earlier detection more important.
A different bias, leading to similarly exaggerated
apparent benefits of screening, is known as length-
bias. This is due to the fact that more slowly
growing cancers, which generally have a better
prognosis, are more likely to be detected by
screening. The reason for this is that because of
their slower growth, the time interval of potential
preclinical detection by screening is longer so that
their chances of being detected by screening
are greater. Thus good prognosis cancers are
preferentially detected by screening. An extreme
form of this bias occurs when cancers are detected
by screening which would not become apparent
during the lifetime of the individual. This is a major
problem in screening for prostate cancer.
Another approach is to compare the cancer rates

of those who accept screening against those who do
not. This is usually done on a case-control basis by

Disease state
Present Absent

Positive a a + b
Test result

Negative c + d

a + c b + d a + b + c + d

Parameter Estimated by

Sensitivity = a/(a + c)
Specificity = d/(b + d)
Positive predictive value = a/(a + b)
Negative predictive value = d/(c + d)
Detection rate = a/(a + b + c + d)

b

c d

Figure 29.1 Parameters used for evaluating a screening test. The
values of a, b, c, and d are the number of screened individuals in
a given category.
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comparing the screening histories of people who
developed or died from cancer to randomly selec-
ted (age and sex matched) controls who did not.
While this approach is much better than the com-
parison of survival times, it still suffers from the
bias that the cancer risk among individuals who
chose to accept screening is often different from
those who refuse it, even when screening has no
effect. The use of case-control studies to evaluate
screening is complicated and attempts to correct
this and other biases by using a third control
population in an unscreened area can help to
overcome these problems.

29.2.3 Randomized trials

The only truly reliable way of assessing screening
procedures (or almost any medical intervention) is
by means of a randomized trial. For this a popu-
lation suitable for screening is identified, but only a
randomly chosen proportion is offered screening.
Random allocation is done at the individual level or
in a large number of small units such as household,
or GP practice. The cancer mortality (and incidence
for screening methods designed to detect pre-
cancerous lesions) is then compared between the
two randomized groups without regard to actual
compliance. Low compliance will make such trials
impossible and this is usually the key issue in
obtaining a proper evaluation. Methods exist for
estimating the treatment effect in compliers in an
unbiased way, but these do not increase the power
of the study (Cuzick et al., 1997).

29.2.4 Screening programmes

Once a safe, effective, and acceptable screening test
is found, further efforts are needed to create a cost-
effective screening programme. The costs of a
screening programme depend on the frequency
with which the test is offered, the age range over
which screening takes place, and the policy for
referral for additional tests. Less tangible costs
in terms of anxiety, time, and personal expense
consumed in attending a screening clinic also need
to be considered. Effectiveness depends on a high
compliance rate, quality control of the screening
test, and appropriate treatment and follow-up for
individuals found to have positive results. Regular
monitoring and audit of a programme is essential
to ensure that goals are met and cancer mortality

is being reduced. Case-control studies looking at
the screening history of individuals dying (or
in some cases developing) the cancer of interest are
an important part of this process. They offer an
important way of continually monitoring screening
programmes, not only to assess the relative pro-
tection in the years following a negative screening
test, but also to evaluate other potential weaknesses
such as low compliance; failure to adequately
follow-up women with positive screening tests;
development of cancer in women who have had
abnormal screening test followed by a normal
work-up; and adequacy and correct reading of
screening results in women who subsequently
developed cancer. Ultimately, bottom-line figures
such as cost per life-year saved, need to be com-
puted to put screening programmes into perspect-
ive and to allow comparisons between screening
programmes for different cancers, screening for
other diseases, and other medical interventions
such as kidney transplants, etc.

29.3 Types of screening test

29.3.1 Visual inspection

The simplest form of screening requires only a
visual inspection. Unfortunately, such simplistic
approaches have never been demonstrated to be
effective. Despite the lack of evidence in support of
simple inspection, it is still considered potentially
useful for control of oral cancer and melanoma.
Dentists can be easily trained to look for oral plaques
suggestive of carcinoma, particularly in individuals
who use chewing tobacco or betel nut or are heavy
consumers of alcohol (Rodrigues et al., 1998). Sim-
ilarly, education of the general public and of those
with a family history of melanoma in recognizing
potentially invasive melanocytic lesions has been
proposed as a cheap, but effective means of redu-
cingmortality associated with melanoma. The signs
that people are asked to look out for are large
(>5 mm in diameter) moles with an irregular edge
or variable pigmentation. Growth and change in
appearance are thought to be particularly relevant
(Bataille, 2003).

It has been known for well over 50 years that
addition of weak acetic acid to the cervix of the
uterus makes lesions stand out as white patches.
The precise mechanism involved is still not fully
understood, but direct visual inspection of the
cervix by a nurse or midwife after application of
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3–5% acetic acid has been proposed as a cheap
method of screening particularly for low resource
settings. Good results require appropriate training
and continual retraining of the individuals carrying
out the inspection, but several groups have repor-
ted reasonably high levels of sensitivity (65–90%)
for detecting high-grade histological lesions
(Gaffikin et al., 2003). More recently, it has been
suggested that Lugol’s iodine should be used to
help identify neoplastic cervical lesions in a low-
resource setting (Sankaranarayanan et al., 2003).
More sophisticated use of technology results in
magnified direct inspection (such as colposcopy for
cervical screening) or use of cameras for indirect
visualization of the digestive tract. Colposcopy has
been proposed as a screening tool, but is generally
reserved for triage of women identified by a
cheaper and less-invasive screening test.

Colonoscopy is used for screening high-risk
populations such as those with a strong family his-
tory of colorectal cancer. Polyps can be seen and in
most cases removed during colonoscopy. Occasion-
ally, colonoscopy will detect an occult invasive can-
cer, but more often polypectomy of a high-risk
adenomawill prevent a future cancer. The efficacy of
this approach in reducing the incidence of and mor-
tality from colorectal cancer by more than 50% has
been demonstrated in hereditary non-polyposis col-
orectal cancer (HNPCC) families (Jarvinen et al.,
2000). Colonoscopy requires a full bowel preparation
and sometimes a sedative and is felt by many to be
too invasive for use in general population screening.
More acceptable, is flexible sigmoidoscopy which
can bemore easily performed, butwhich only visual-
izes the left colon (as far as the sigmoid junction).
Colonoscopy and sigmoidoscopy are discussed in
greater detail in the section on colorectal screening.
Endoscopy of the upper gastrointestinal tract to
detect pre-cancer or early cancer of the oesophagusor
stomach are generally reserved for symptomatic
patients in the UK.

29.3.2 Palpation

Palpation, whether by a clinician or self-
examination, has been proposed as a cheap form
of screening for a number of sites, but what little
evidence that does exist is not encouraging. Breast
self-examination (BSE) has been widely recom-
mended, but the evidence for efficacy is minimal
coming mostly from epidemiological studies sub-
ject to potential confounding (Ellman et al., 1993;

Gastrin et al., 1994; UK Trial of Early Detection of
Breast Cancer Group, 1999). There have been two
major randomized trials of BSE (Thomas et al., 1997,
2002; Semiglazov et al., 1999), neither of which
showed any benefit on breast cancermortality. Non-
randomized studies suggest that women who
practice BSE have higher rates of benign breast
disease and are more likely to detect invasive
tumours themselves and to have smaller tumours
diagnosed at a less advanced stage (IARC, 2002).
Women in the United Kingdom are encouraged to
be ‘breast aware’, a vague term introduced to try to
avoid the anxiety generated by the recommended
monthly exam, while at the same time hoping to
benefit fromearly detection.However, there is a lack
of information as to whether clinical breast exam-
ination is useful for screening. Digital-rectal exam-
inations are sometimes used to screen for prostate or
rectal cancer, despite evidence of its poor sensitivity
(Schroder et al., 1998) and youngmen are sometimes
encouraged to check their testicles with no evidence
as to whether that is worthwhile (Buetow, 1996).

29.3.3 Analysis of exfoliated cells

Cytology, the microscopic examination of cells,
forms the basis of the highly successful cervical
screening programmes in many countries (see
below), and has also been proposed for use in
screening for early breast (using nipple aspirates),
bladder (using urine), and lung (using sputum)
cancers. Cytology using the same Papanicolau stain
used for cervical screening has been proposed as a
screening test for anal cancer in gay men, but
although the test seems to have reasonable sensit-
ivity and specificity, there are a lack of suitable
treatment options for men with pre-invasive dis-
ease. Cytology may be considered in screening
whenever it is possible to obtain neoplastic cells
through a simple, acceptable procedure that does
not first require the identification of a potential
cancer. Traditionally, cytology samples have been
looked at microscopically for morphological fea-
tures such as abnormal nuclear to cytoplasmic
ratio, but the addition of immunohistochemical
stains and other molecular techniques allow these
same samples to be used for more precise testing.
Examples include, markers of abnormal methyl-
ation in sputum, using antibodies to measure mini-
chromosome maintenance protein 5 (MCM5) levels
in urine (Stoeber et al., 2002), and HPV testing in
cervical scrapes (see below). MCM proteins are
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essential for DNA replication. They are present
within the nucleus throughout cell cycle, but are
rapidly downregulated in differentiated cells. They
can therefore be used to distinguish dysplastic cells
that remain in cell cycle from differentiated cells.
Another cell proliferation marker that may be
useful in screening is p16INK4a. It holds particular
promise from HPV-related cervical lesions (Klaes
et al., 2001). To be useful in screening, such markers
would have to be present sufficiently early in the
neoplastic process so as to detect cancers before
they become symptomatic and sufficiently late so
as not to identify very early neoplastic lesions that
have little likelihood of progressing to invasive
cancer.
Faecal testing for colorectal screening (see below)

may be included here as it relies on material carried
from an area of neoplasia to the outside of the body
where it may be easily analysed. The traditional
approach is to look for blood and is not strictly
based on exfoliated cells. More recent attention has
focused on molecular markers. For instance, Davies
and colleagues showed that it is possible to retrieve
colonocytes from faeces and to use immunohisto-
chemistry to identify MCM2 (Davies et al., 2002).
They found MCM2-positive cells in 92.5% of
40 patients with (symptomatic) colorectal cancer and
none of 25 healthy controls. Others have successfully
extracted DNA from stool samples and obtain
reasonable sensitivity and specificity for colorectal
cancer using a panel of markers for mutations
in genes such as KRAS, the adenomatous polyposis
coli (APC) gene, TP53, and for microsatellite instab-
ility in markers such as BAT26 (Ahlquist et al., 2000;
Dong et al., 2001; Tagore et al., 2003).

29.3.4 Imaging

Generalizing the ideas of visual inspection, there
are many organs that can be visualised by aid of
some other form of imaging such as X-ray (e.g.
mammography, discussed in detail later), ultra-
sound (e.g. for ovarian screening), spiral computed
tomography (CT) scanning (for lung or bowel), or
magnetic resonance imaging (MRI) (for breast or
colon). The earliest of these technologies, X-rays,
was also the first to be used in screening. But
whereas low-dose X-rays have proven useful for
detecting small breast tumours in asymptomatic
women, trials of X-ray screening for lung cancer
have had disappointing results. Although there
were substantial numbers of small-screen detected

tumours, the trials did not find any reduction in
lung cancer mortality in those randomized to
screening (Gohagan et al., 2003). Spiral CT scanning
is far more sensitive than chest X-rays for detecting
small tumours, and there is currently much interest
in this technology for screening high-risk groups
such as current or ex-smokers or those exposed to
asbestos (Henschke et al., 1999, 2001; Swensen et al.,
2003). The Early Lung Cancer Action Project
screened 1000 current and ex-smokers over 60 years
of age (Henschke et al., 1999). Non-calcified nodules
were detected on baseline in 23% and malignant
disease in 2.7%. Only seven of these 27 cases were
detectable by chest X-ray. After three rounds of
annual screening in the Mayo Clinic cohort, 69% of
the 1520 individuals enrolled had at least one non-
calcified nodule detected (Swensen et al., 2003).
A total of 40 cases of lung cancer were diagnosed:
26 at baseline CT screen and 10 on subsequent
screens; 2 cancers were detected only by sputum
cytology and 2 were diagnosed between screens.

Spiral CT scanning has also been studied in the
context of colorectal screening where it is usually
referred to as virtual colonoscopy (Vining et al.,
1994). Technologies are still improving. Previously
a bowel cleansing and a muscle relaxant was
required (making them less acceptable than they
would be otherwise), but recent reports suggest
that this may not be necessary if an oral contrast is
taken in advance of the examination (Lauenstein
et al., 2002). However, they are still unable to
differentiate low-risk polyps and adenomas from
high-risk adenomas and cancer except on the basis
of size. The disadvantage of imaging is that a
colonoscopy is required to excise any suspicious
lesion found (typically in about 30% of all prevalent
screens), whereas if endoscopy was the primary
screening test, polypectomy could be carried out
during the screening without need for a second
examination.

Barium enemas can be used to examine the colon,
but are relatively insensitive for the detection of
cancer and, in particular, small polyps. The sensit-
ivity of barium enema in a series of over 2000
cancers was 83% with little evidence of double-
contrast being more sensitive than single-contrast
(Rex et al., 1997). In a screening setting, its sensit-
ivity was only 32% for small (<5 mm) adenomas
and about 50% for larger adenomas (Winawer
et al., 2000). Using ultrasound to screen for enlarged
ovaries lacks specificity for cancer since most
enlarged ovaries are due to benign cysts. Campbell
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et al. (1989) have conducted a screening study on
5479 volunteers aged above 40 recruited by media
publicity. They performed annual trans-abdominal
ultrasound for up to three years and 326 (5.9%)
women were found to be positive and referred to a
surgeon for laparotomy/laparoscopy. Five of these
women were found to have primary ovarian cancer
(all stage I) and an additional four had metastatic
cancer in the ovary from a primary in the breast or
colon. The positive predictive value per test was
about 1.4%, which is too low when the next stage
involves abdominal surgery. The false-positive rate
on the first screen was 3.5%, dropping to 1.8% and
1.2% on subsequent screens. To improve the spe-
cificity, trans-vaginal colour Doppler ultrasound
has been used to image blood flow. Blood-vessel
formation is thought to be a good discriminant
between cancer and benign cysts and early reports
indicate that the test can substantially reduce the
false-positive rate (Bourne et al., 1993). More recent
attention has focussed on trans-vaginal ultrasound
used in conjunction with CA 125 testing (Menon
et al., 2000).

Because of its high incidence and mortality,
screening for gastric cancer by barium X-ray is
already a national programme in Japan. The aim is
to screen everyone over the age of 40 every year in
order to detect cancer at an earlier stage. In Miyagi
Prefecture almost 3 million tests were performed
between 1960 and 1988 and the test was positive in
about 10% of cases leading to a recommendation for
gastroscopy. The positive predictive value is
reported to be 1.7% (Hisamichi et al., 1991). No
randomized trials have been reported, but indica-
tions of effectiveness have been seen in time trends
ofmortality, cohort studies, and case-control studies
(see Hisamichi et al., 1991; Maehara et al., 2000). The
results from a case-control study in Miyagi Prefec-
ture are shown in Table 29.1 (Fukao et al., 1987) and
suggest a substantial benefit in the year following
screening, but little benefit subsequently. Potential
biases exist in all these analyses since the incidence
of stomach cancer is falling in Japan and compliers
may have a different risk than non-compliers.

Ultrasound has been considered for breast
screening but appears to lack sensitivity. However,
because it can safely be done at short intervals, it is
used in follow-up and may have a role in young
women who have a family history or dense breasts,
which are opaque to radiology. The possibility of
using MRI for breast screening has also been raised,
especially in dense breasts, but this is extremely

expensive and has yet to be properly validated
although trials are now underway. In a series of 23
very high-risk women screened by MRI in Italy,
four breast cancers were identified, none of which
were detectable by mammography (Trecate et al.,
2003). A review of MRI of the asymptomatic con-
tralateral breast in 223 women with recently diag-
nosed breast cancer, identified 2.5% with occult
invasive breast cancer and 2.5% with ductal car-
cinoma in situ (DCIS), but 32% of women would
have been referred for a biopsy based on an
abnormal MRI (Liberman et al., 2003).

29.3.5 Serum and urine markers

Screening using molecular markers in exfoliated
cells from the site of interest usually relies on generic
markers of neoplasia such as markers for cell-cycle
progression (e.g. cyclin E), DNA replication (e.g.
MCM),DNAsynthesis (e.g.PCNA), cell-cycle control
(e.g. p16INK4a, WAF1), anti-apoptosis (e.g. BCL-2),
or angiogenesis (e.g. VEGF, bFGF). By contrast,
serum markers must be site-specific. The two that
have received most attention are CA-125 for
ovarian screening and prostate-specific antigen
(PSA), which is discussed in detail under prostate
screening). CA-125 is a tumour marker with an
established place in monitoring tumour burden,
response to treatment and recurrence in women
with ovarian cancer. CA-125 is produced in the
embryonal Mullerian duct and coelomic epithelium
and is raised in about 80% of women with ovarian
cancer, but can also be elevatedwhen benign ovarian
cysts, endometriosis, or cancers of the colon, breast, or
pancreas are present, as well as in pregnancy. Early
studies using a fixed cut-off of 30 U/ml for serum
CA-125 reported a false-positive rate of about 1.4% in

Table 29.1 Optimal interval for screening for stomach cancer

Time since
last negative
result (years)

No. of cases
of advanced
cancer

No. of
controls

Relative
protection

95% CI

1 132 220 2.92 2.09–4.08
2 40 31 1.36 0.80–2.32
3 23 18 1.37 0.70–2.67
4 16 9 0.99 0.42–2.32
Never screened 156 89 1a

Total 367 367

a Reference category.

Source: Fukao et al. (1987).
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a study of 22,000 asymptomatic post-menopausal
women aged over 45 and a sensitivity of 60% (Jacobs
et al., 1993). Better specificity can be obtained by
requiring both ultrasound and CA-125 to be positive
and in this study the false-positive rate was reduced
to 1.4 per 1000 when ultrasound was used as a
second-stage screen (Figure 29.2). Only one of 19 true
positives was lost in this manner. More recently,
attention has focused on using a more sophisticated
algorithm based on a woman’s age and her CA-125
profile with time to determine who should receive
further work-up. An algorithm, that refers women
whose CA-125 levels increase over time, is being
employed by the large UK Collaborative Trial of
Ovarian Screening (Skates et al., 1995). Questions
regarding the appropriate age and interval at which
to screen are even less well understood, but most
studies have focused on annual screening in women
aged 40–70 years.
Neuroblastoma is the second commonest malig-

nancy in children and accounts for about 10% of
childhood cancer. In Japan neonates are screened

by looking for elevated levels of the catecholamine
metabolites vanillylmandolic acid (VMA) and
homovallic acid (HVA) in urine at ages 3 and
6 months. Sensitivity is about 80% and about one in
8500 infants tested turn out to have neuroblastoma.
Prognosis appears to be much improved by early
detection (Sawada et al., 1991; Sawada, 1992) but
there is no evidence of reduced incidence rates at
older ages or a decrease in mortality. It is possible
that the cases picked up by screening are of a dif-
ferent variety which would regress spontaneously
and are not related to the more aggressive tumours
which arise in children aged over one year (Murphy
et al., 1991). The present consensus is against screen-
ing for neuroblastoma (Esteve et al., 2001; Woods
et al., 1996).

29.3.6 Screening for and treatment of
infections

A very different approach to cancer screening has
been put forward in connection with stomach and

Volunteers
22, 000

CA 125 < 30  U/ml
21, 660

CA 125 � 30 U/ml
340

Ultrasound results
normal 299

Ultrasound results
abnormal 41

True-
positive

result
11

Apparent
true-

negative
result
21,653

Apparent
true-

negative
result
298

False-
negative

result
7

False-
negative

result
1

False-
positive

result
30

Total of
apparent true

negative results
21,951

Total false-
negative results

8

Figure 29.2 Summary of study findings in 22,000 post-menopausal volunteer women participating in a screening programme for ovarian
cancer. (After Jacobs et al., 1993).
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liver cancer. In both cases, cancer appears to be a
rare outcome following a common asymptomatic
infection and cancer could be prevented by
screening for the infection and treating it in those
who test positive.

Helicobacter pylori causes chronic active gastritis
which can progress to chronic atrophic gastritis
which is thought to be one of the early steps
in gastric carcinogenesis. Relative risks for gastric
cancer typically range from two-fold to eight-fold
(Yamagata et al., 2000; Uemura et al., 2001;
Helicobacter and Cancer Collaborative Group,
2001) and it has been estimated that about 50% of
distal gastric cancers are associated with H. pylori
(Parsonnet et al., 1996). Cancers of the gastro-
oesophageal junction or gastric cardia do not
appear to be related to H. pylori. Accurate serolo-
gical tests based on IgG antibodies exist (Loy et al.,
1996; Roberts et al., 2000). A systemic immune
response is present in virtually all infected indivi-
duals (Glupczynski et al., 1992; Blecker et al., 1995)
and commercially available IgG-based Elisa tests
have sensitivities in excess of 85%. Treatment is by
a proton pump inhibitor combined with two anti-
biotics (clarithromycin and either amoxicillin
or metronidazole for one week) and eliminates
infection in about 85% of patients who comply
(Moayyedi et al., 2000). The prevalence of H. pylori
is high, ranging from 80% to 90% in adults in
developing countries to 30–60% in the developed
world (Loy et al., 1996; Roberts et al., 2000). Thus,
one option would be to treat everyone without first
screening for infection. Randomized trials of the
effect ofH. pylori screening and treatment on gastric
cancer incidence are in progress in China and the
United Kingdom (Forman, 1998).

Hepatitis B is a primary cause of hepatocellular
cancer in China, Southeast Asia, the Pacific Islands,
Eskimos, sub-Saharan Africa, and the Amazon
Basin, particularly where there is also exposure
to aflatoxins (IARC, 1994). Chronic infection is
associated with a range of liver disease and
approximately 25% of carriers will eventually die
fromprimary liver cancer (Beasley, 1982). It has been
estimated that there are about 300 million chronic
carriers worldwide (Ghendon, 1990). Chronic
infection is most often associated with perinatal or
childhood infection, and is often asymptomatic. In
very high-risk areas such as West Africa, horizontal
childhood infection is so likely that universal vac-
cination may be the most appropriate policy, but in
lower prevalence areas chronic infection is more

likely to be due to perinatal transmission and
screening pregnant women, with selective vaccina-
tion of infants from an infected mother may be a
more cost-effective strategy. A global strategy for
prevention was first discussed by the World Health
Organization in 1983 (WHO, 1983).
The presence of hepatitis B surface antigen

(HBsAg) in asymptomatic individuals is generally
taken as evidence of being in the chronic carrier
state. A possible approach to screening for liver can-
cer is first to look for chronic carriers, who are then
screened for an increased level of a-fetoprotein,
which is a tumour marker for liver cancer. Further
investigation by ultrasound could be useful in
detecting small resectable cancers. Such an
approach has been suggested by Sun et al. (1988).
Another approach is to screen pregnant women
(Arevalo, 1988; Stroffolini et al., 1990). Here it is the
unborn infant that stands to benefit. There is ample
evidence that use of hepatitis B immunoglobulin
within hours of birth followed by hepatitis B vaccine
on multiple occasions is effective in reducing the
infection rate bymore than 80% and the carrier state
by more than 90% (Beasley et al., 1983a,b; Taylor
et al., 1988; Schalm et al., 1989; Wainwright et al.,
1989; Stevens et al., 1992; Fortuin et al., 1993). In Italy
where vaccination coverage is estimated to be over
90%, from 1988 to 1994 there has been a reduction of
50% in acute hepatitis B reports in subjects aged
15–24years (LoMonaco et al., 1996;Mele et al., 1996).
There are no reports yet on the effectiveness of
vaccination on cancer rates as this will typically take
about 40 years of follow-up to evaluate. However,
there are ongoing studies in The Gambia (Whittle
et al., 1995) and China (Xu et al., 1995).

29.4 Screening for specific cancers
where widespread programmes
already exist

29.4.1 Cervix cancer

The universally accepted screening method for
preventing cervix cancer is cytological examination
of cervical scrapes that have been smeared onto
slides and stained by Papanicolaou’s method. This
procedure has a long history. In 1928, Papanicolaou
published a report indicating that cervix cancer
could be diagnosed from exfoliated cells. Working
with Trout, he developed this into a screening test
in the 1930s and they published their definitive
work in 1941 (Papanicolaou, Trout, 1941). The war
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delayed initial attempts at implementation but the
subsequent slow acceptance of the approach meant
that large-scale field trials did not begin until the
1960s. These were turned into organized screening
programmes in the Nordic countries (except
Norway) during the 1960s and already by the mid-
1970s large reductions in incidence and mortality
were seen in these countries (except Norway)
(Figure 29.3, Hakama, 1982; Läärä et al., 1987).
‘Pap smear’ screening is designed to detect pre-

cancerous lesions. Nomenclature for these lesions
varies by country and continues to change. This
system is mirrored by a histopathological classifica-
tion of biopsies based on the depth of cervical intra-
epithelial neoplasia (CIN), which has grades 1, 2, and
3 according to whether the lesion is confined to the
lower one-third, two-thirds, or greater depth of epi-
thelium. The correspondence between cytology and
histology is by nomeans perfect andmuch confusion
arises when the terms are used interchangeably. In
particular, low-grade cytological abnormalities are
associated with a wide range of underlying lesions
when biopsied and assessed by histology.
The efficacy of Pap smear screening has never

been evaluated by means of a randomized trial.
However, following pioneering work by Clarke and
Anderson (1979) in Canada, several case-control
studies have been undertaken around the work and
these were collated and synthesized in an important
paper (IARCWorking Party, 1986). The main results

are summarized in Table 29.2. Compared to unscre-
ened women, the reduction in cancer incidence
afforded by screening women aged 20–64 every five
years was estimated to be 84% and this increases to
91% if screening is undertaken every three years.
Little additional gain was achieved by screening
more often. These results refer specifically to the low
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Figure 29.3 Trends in the incidence of invasive cervical cancer in Nordic countries and England and Wales: age-standardized 1950–98.

Table 29.2 Geometric mean relative protection against cervical
cancer in women with two or more previously negative smears
participating in centrally organized screening programmes

Months since
last negative
smear

Relative proportiona

(No. of cases)
95% confidence
limits

0–11 15.3 (25) 10.0–22.6
12–23 11.9 (23) 7.5–18.3
24–35 8.0 (25) 5.2–11.8
36–47 5.3 (30) 3.6–7.6
48–59 2.8 (30) 1.9–4.0
60–71 3.6 (16) 2.1–5.9
72–119 1.6 (6) 0.6–3.5
120þ 0.8b(7) 0.3–1.6
Never screened 1.0 (reference group)

a A large relative protection corresponds to a larger benefit of
screening. For example, a relative protection of 10 means that the
odds of developing cancer in the stated interval is one-tenth that of an
age-matched woman who has never been screened.

b Based on figures from Aberdeen and Iceland only.

Source: IARC Working Party (1986).
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risk attributed to regular negative smears, and as
such evaluate the test, but not the entire programme,
since some patients with abnormal smears still go
on to develop cancer. Thus, these results are some-
what optimistic even if full compliance were
achieved. More recently, a very large case-control
study from the United Kingdom looked at the rel-
ative risk of cervical cancer following a negative
smear separately in each of three age groups. The
authors found that the negative predictive valuewas
less in young women (Table 29.3) and suggested the
need for more frequent screening under the age of 50
(Sasieni et al., 2003).

Successful as it has been, screening by cytology is
notwithout its problems. It is very tedious and labour
intensive, and requires subjective judgements and
has a relatively low sensitivity for high-grade disease
(Fahey et al., 1995; Nanda et al., 2000). Better quality
slides can be made by collecting cells in a liquid
medium rather than smearing them directly onto the
glass slide. So-called liquid-based cytology has a
number of advantages: the slides are easier to read

because the cells are less clustered (they form a thin
layer on the slide) and most of the debris (blood,
mucus) is removed, and significantly the proportion
deemed to be inadequate for evaluation is greatly
reduced. There are two commercially available sys-
tems that have been evaluated in large trials and both
have been deemed to be better than conventional
cytology by the American Food and Drug Adminis-
tration. However, the yield of high-grade smears is
similar to that for conventional cytology in many
studies (Payne et al., 2000). Work on automating the
reading of smears has been ongoing for over 30 years
(Banda-Gamboa et al., 1992) and computer-assisted
systems are beginning to become available. The new
systems are designed to work with liquid-based
cytology. Some highlight areas needingmore careful
(human) analysis and others can be used to identify a
proportion of slides (currently only 20%) that do not
require further human analysis.
At a more basic level, there is much interest in

applying tests for human papilloma virus (HPV) in a
screening context. Numerous case-control studies
have shown very high odds ratios associated with
HPV infection (Table 29.4, Muñoz and Bosch, 1992)
and it has clearly been demonstrated that certain
types ofHPV (types 16, 18, 31, 33, 35, 45, 51, 52, 56) are
more related to cancer and high-grade CIN than
other low-risk genital types (6, 11, 42–44). The onco-
genic role of the high-risk types, especially HPV 16
is also supported by much laboratory research.
One role for HPV testing may lie in its use as a

second-level screen for women with borderline or
mild abnormalities on cytology. Only about 20–30%
of these women actually have high-grade CIN in
need of immediate treatment. Initial studies
(Cuzick et al., 1992, 1994; Bavin et al., 1993) sug-
gested that testing for high-risk types of HPV on
the smear material by polymerase chain reaction
(PCR) might be useful in deciding which women
should be referred immediately and which can be
followed by cytological surveillance. More recent
studies have confirmed this. HPV testing by Hybrid
Capture II was performed on left over material
from the original liquid-based sample in a study of
just under a thousand women with a smear result
of atypical squamous cells of undetermined signi-
ficance (ASCUS): 40% were HPV positive and
65 women were found to have CIN 2þ : the sens-
itivity of HPV testing was 89% (Manos et al., 1999).
A randomized trial looking at management of
women with ASCUS and low-grade smears collec-
ted a second cervical sample for HPV testing on

Table 29.3 Odds ratios (with 95% confidence intervals) for
frankly invasive cervical cancer by time since last operationally
negative cytological smear. The figures for ‘‘years since last
negative smear’’ apply to those with two or more negative
smears. To obtain odds ratios for those with just one negative
smear, multiply by the given factor. For example, the odds ratio
associated with a single negative smear 3.0–4.9 years previously
in a woman aged 55–69 is 1.35*0.20¼ 0.27

Odds ratio (95% CI)

Age group 20–39
(n¼ 438)

40–54
(n¼ 481)

55–69
(n¼ 386)

Years since last
negative smear
0–2.9 0.28

(0.20–0.41)
0.12

(0.08–0.17)
0.13

(0.08–0.19)
3.0–4.9 1.03

(0.68–1.56)
0.39

(0.26–0.58)
0.20

(0.12–0.33)
Over 5.0 2.05

(1.20–3.49)
0.72

(0.43–1.18)
0.45

(0.25–0.81)
No negative smear 1.00* 1.00* 1.00*

Number of negative
smears
One 1.03

(0.73–1.46)
1.32

(0.91–1.91)
1.35

(0.85–2.14)
Two or more 1.00* 1.00* 1.00*

* Baseline

Note: n is the number of cases included in the analysis, there are
approximately twice as many controls.

S C R E EN I NG 491



average two months after the initial abnormality.
They found HPV DNA (using Hybrid Capture II)
in 83% of women with low-grade cytological
abnormalities, and in 51% of women with ASCUS
cytology. They estimated the sensitivity of HPV
testing for CIN 2þ to be 96% (Solomon et al., 2001).
The larger question of the role of HPV testing as

part of primary screening is also of interest. Several
studies have shown that HPV testing has a much
higher pick-up rate for CIN 2þ than cytology
(Table 29.5). However, large trials will be needed to
properly evaluate the role of HPV testing within a
screening programme and these have yet to be
done. It seems likely, however, that HPV-positive
samples will require triaging using cytology and

that HPV-positive women with normal or border-
line abnormal cytology will need to be re-screened
after an interval of about 12 months.

29.4.2 Breast cancer

The most fully investigated modality for early
detection of breast cancer is mammography. This
method is aimed at early detection of invasive
cancer and so is limited by the fact that this may
still be too late to affect survival. As a result,
moderate benefits of the order of a 30% reduction in
mortality are expected from this approach. How-
ever, because breast cancer is so common (affecting
about 10% of women in the Western world) a

Table 29.4 Case-control studies of HPV status and invasive cervix cancer

Study No. of cases
(% positive)

No. of controls
(% positive)

OR (95% CI) Method and type

Hong Kong (Donnan et al., 1989) 30 (37) 17 (6) 9.3 (1.0–84.1) Southern HPV-16
Uganda (Schmauz et al., 1989) 34 (50) 23 (4) 22.0 (5.1–104.3) Southern HPV-16, -18
Latin America (Reeves et al., 1989) 721 (47) 1225 (18) 4.0 (3.3–5.0) FISH HPV-16, -18
Pakistan (Anwar et al., 1991) 80 (69) 30 (10) 19.8 (5.8–66.8) ISH HPV-16, -18
Japan (Anwar et al., 1991) 82 (68) 26 (19) 9.0 (3.2–25.7) FISH HPV-16, -18
China (Peng et al., 1991) 101 (35) 146 (1) 32.9 (7.7–141.1) PCR HPV-16, -33
Columbia (Muňoz and Bosch, 1992) 87 (72) 98 (13) 15.6 (6.9–34.7) PCR Manos-consensus
Spain (Muňoz and Bosch, 1992) 142 (69) 130 (5) 46.2 (18.5–115.1) PCR Manos-consensus

Abbreviations: HPV¼ human papillomavirus; Southern¼ Southern blot hybridization; FISH¼ filter in situ hybridization; ISH¼ in situ
hybridization; PCR¼ polymerase chain reaction; OR¼ odds ratio; CI¼ confidence interval.

Table 29.5 Results of studies directly comparing HPV testing (by Hybrid Capture II) to cytology. Sensitivities and specificities are with
respect to biopsy confirmed cases of CIN 2 or worse. In most studies women were referred to colposcopy if either screening test was positive

Author Sensitivity Specificity Comments

n Cytology� LSIL HPV Cytology< LSIL HPV

Blumenthal et al. (2001) 2,199 44 80 91 61 Zimbabwe

Cuzick et al. (1999) 2,988a 79 95 99 95 Age� 35 years

Schiffman et al. (2000) 8,636b 75 88 96 89 Conventional cytology
Hutchinson et al. (1999)c 84 96 LBC

Ratnam et al. (2000) 2,098 40 90 77 51 69% HC-I, 31% HC-II

Kuhn et al. (2000) 2,944d 78 88 94e 805 S. Africa

Clavel et al. (2001) 2,281 68 100 95 86 Conventional cytology
5,651 88 100 93 87 LBC

Cuzick (2003) 11,085 70 97 97 93 Age 30–60

a HC II on stratified sample of 1703.
b HC II on stratified sample of 1119.
c Cytology results published separately from HPV results. All women received both conventional and liquid-based cytology.
d HC II on stratified sample of 424
e Specificity differs from published value, because original paper excludes women with LSIL on histology from calculation.
Note: n is the number of cases included in the analysis.
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benefit of this magnitude is well worth having and
would amount to a larger reduction in the death
toll from cancer in the Western world than the
complete eradication of cervix cancer.

Gershon-Cohen advocated the use of X-ray
screening as a screening test for breast cancer in
the 1930s (Gershon-Cohen, and Colcher, 1937).
However, it was not until 1964 that the first ran-
domized trial of mammography was conducted: by
the Health Insurance Plan (HIP) in New York City
(Shapiro et al., 1982). Four annual mammograms
were offered to 31,000 randomly selected women
aged 40–64 and the remaining 31,000 unscreened
women served as a control group. Clinical palpa-
tion of the breast was also undertaken at each visit
in the screened group. Since then, other rando-
mized trials have been mounted in Canada,
Sweden, and Scotland, and non-randomized stud-
ies have been performed in Holland, Italy, and the
United Kingdom. These data have been reviewed
by an IARC working group (IARC, 2002). There is a
consensus that mammography is effective in
women aged 50–69 years of age and the studies
overall suggest that 2–3 yearly screening can
reduce breast cancer mortality by about 35% in
those screened (Figure 29.4(b)). There is consider-
able controversy about the value of mammo-
graphy from age 40 to 49 with limited evidence
suggesting a reduction in mortality of about 20%
(Figure 29.4(a)). There are at least three mutually
non-exclusive possible reasons for this: (1) breast

cancer is rare in this age group and so the absolute
benefit will be less, (2) the lead-time gained by
screening is shorter in younger women so that
screening must be done annually to have
much effect, and (3) the breast is more dense in
pre-menopausal women, making imaging more
difficult and limiting its application.
Using Swedish data, Tabar et al. (1992) have

shown that for women under 50 the rate of cancer
in the year following screening only drops to about
half of that in an unscreened population, whereas
in older women the rates were about 20% of control
rates for the first two years after screening and rose
to about half only after three years. Additionally,
intermediate end-points such as the ratio of cancers
detected at thefirst (prevalent) screendividedby the
expected annual incidence rate are lower in younger
women (Table 29.6). Overall the lower rates of dis-
ease and the poorer performance of the test make
mammography a less-viable proposition in women
as young as 40, but a good case can be made for
screening from age 47 (Sasieni and Cuzick, 2003).

29.4.3 Colorectal cancer

The screening method that has received the most
attention for colorectal cancer is the use of a guaiac
impregnated slide to test for small amounts of
blood in a stool sample. The goal of the test is to
detect cancers at an early stage when they are still
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Figure 29.4 Results of randomized trials of mammographic screening on breast cancer mortality rates. (a) Data on women aged 40–49, (b) data
on women aged 50–69.
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treatable and the very good survival of Dukes’ stage
A cancers (better than 90% at five years) compared
to colorectal cancer overall (approximately 30% at
five years) suggests this could be successful. The test
actually detects haeme but will react positively to
any peroxidase and is not very specific. It detects
blood from any lesion in the bowels as well as
reacting to a number of foods (red meat, fresh
fruits, and vegetables with peroxidase activity, for
example, tomatoes) and aspirin-induced gastro-
intestinal bleeding. Dietary restriction before testing
or retesting has been used to try to minimize false-
positives. The sensitivity of the test is also an area for
concern (Ahlquist et al., 1993) and it can be affected
by vitaminC supplementation. The issue ofwhether
or not to rehydrate samples before testing is also
important. Rehydration improves sensitivity but at
the expense of a large number of false-positive tests.
In one trial conducted in Minnesota the positivity
rate for rehydrated tests was almost 10% (Mandel
et al., 1993) leading to many unnecessary referrals
for colonoscopy. In that study a mortality reduction
of 33% for colorectal cancer has been found for
annual faecal occult blood testing (FOBT), but it is
unclear whether the results can be attributed to any
selective value of FOBT screening, or merely due to
the fact that 38% of this group received a colono-
scopy at some stage as a result of a positive test. It is
possible that similar reductions in mortality could
be achieved by colonoscopy and polyp removal in
38% of any population.
New tests have been developed to attempt to

improve on the one (Haemoccult II) currently in
use. These include an immunological test specific
for human haemoglobin (Haemeselect) and a more
sensitive guaiac-based test (Haemoccult-SENSA)

that detects haeme-derived porphyrins, so that it
can detect degraded de-ironed haemes as well as
the intact haeme detected byHaemoccult II (St. John
et al., 1993).

A randomized trial in Nottingham offered
two-yearly FOBT (not rehydrated) to people aged
45–74. The positivity ratewas 2.1%on thefirst round
of screening and 1.2% in those rescreened within
27 months. After a median follow-up of 7.8 years, a
significant 15% (95% CI 2–26%) reduction in color-
ectal cancer mortality was observed (Hardcastle
et al., 1996).A similar screeningprotocolwasused in
a randomized trial in Denmark. The positivity rates
were lower (1.0% on the first round increasing to
1.8% on the fifth round of screening), but a similar
mortality reduction was observed: 18% (95% CI
1–32%) (Kronborg et al., 1996; Jorgensen et al., 2002).

Another approach to colorectal cancer screening
is based on the work of Morson (1976), who pro-
posed that most cancers arise from pre-existing
adenomas. Adenomas are pre-cancerous growths,
which occur throughout the bowel and have the
same sub-site distribution as cancers, but occur at a
younger age. Thus a better strategy to control colon
cancer may be to detect and remove adenomas,
since the transition time from an adenoma to a
carcinoma is thought to be very long (of the order of
10–25 years), implying that screening need only be
carried out very infrequently. Also since one is now
preventing cancer rather than detecting it early, the
potential for mortality reduction is much greater.

The FOBT detects some adenomas although the
sensitivity is low. An approach specifically aimed
at the detection of adenomas is to use flexible 60 cm
sigmoidoscope as a screening tool. This is far less-
expensive and traumatic than complete colono-
scopy and approximately 60% of colorectal cancers
occur in the region accessible by this instrument. To
date there is limited evidence on its efficacy. Selby
et al. (1992) have shown in a case-control study that
mortality due to cancers within the reach of the
rigid sigmoidoscope (approximately within 20 cm
of the anus) was reduced by 60% for at least 10 years
(Table 29.7) and similar results have been reported
in two other studies (Newcomb et al., 1992; Muller
and Sonnenberg, 1995). Several studies have sug-
gested that endoscopic surveillance of the bowel
greatly reduces colon cancer rates, but a direct
demonstration that screening by sigmoidoscopy
reduces mortality will require a large randomized
trial. Such trials are underway in the United
Kingdom, Italy, and the United States. Atkin et al.

Table 29.6 Prevalence to incidence ratios in screening
populations by age for breast cancer

Age group
(years)

Study

Two counties,
Sweden
Tabar et al.
(1992)

Florence,
Italy Paci
and Duffy
(1991)

Nijmegen,
Netherlandsa

Peer et al.

(1994)

40–49 1.99 0.74 1.16
50–59 2.50 2.42

3.7260–69 3.52 3.36
70–74 4.06 3.36 4.67

a Prevalence to interval cancer rate for women aged <50,
50–69, 70þ .
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(1993, 2001) argue that most of the benefit of sig-
moidoscopy would accrue from a single screening
test and only a small group of individuals (about
3–5% in most series) would need colonoscopy and
further surveillance. A key issue is at what age this
single screen should take place. Ideally, this should
be after most adenomas have appeared, but few of
the cancers have developed. Figure 29.5, shows that
this window of opportunity is probably between
ages 55 and 65. Baseline results from this trial have
now been published (UK Flexible Sigmoidoscopy
Screening Trial Investigators, 2002).

There are those, particularly in North America,
who advocate colonoscopy for population screening
at age 50 and again 10–15 years later (Detsky, 2001;
Lieberman et al., 2001; Winawer and Zauber, 2001).

The obvious advantage of colonoscopy over flexible
sigmoidoscopy is that it examines the proximal
colon where 40% of colorectal cancers occur. The
disadvantage is that those screened are required to
take a laxative and consume only fluids on the day
before the examination and will need several hours
to recover from sedation (if used) after the exam-
ination. Additionally, colonoscopy requires a
skilled endoscopist. Flexible sigmoidoscopy, by
contrast, can be carried out by a specially trained
nurse, requires only a couple of hours from those
screened and has a lower complication rate. Quan-
tification of the added benefit of colonoscopy is
difficult. Lieberman et al. (2000) found that in 20%of
329 patients with advanced neoplasia detected on
colonoscopic screening, the adenomawas located in
the proximal colon and was not associated with a
distal adenoma that could have been detected on
flexible sigmoidoscopy. The additional impact of
colonoscopy on the incidence and mortality of col-
orectal cancer may be different and a pilot rando-
mized trial is in progress to address these issues
(Winawer and Zauber, 2001).

29.4.4 Prostate cancer

Screening for prostate cancer provides a dilemma
unique among cancer sites. The disease is exceed-
ingly common in elderly men, but many cancers are
indolent and are asymptomatic at the time of death
from another cause. Indeed, autopsy studies have
shown that about 10% of men aged 50 who died
from other causes have a focus of invasive disease
and this increases to 40% in 80-year-old men
(Figure 29.6). Thus, while death from prostate

Table 29.7 Most recent screening sigmoidoscopy in case
subjects and controls, before the diagnosis of fatal cancer within
reach of the rigid sigmoidscope in the case subjects

Years before
diagnosis

Case subjects
(n¼ 261)

Controls
(n¼ 868)

Odds ratio

No. (%)

1–2 4 (1.6) 27 (3.1) 0.41 (0.14–1.22)
3–4 5 (2.0) 20 (2.3) 0.74 (0.27–2.01)
5–6 5 (2.0) 30 (3.5) 0.44 (0.17–1.15)
7–8 1 (0.4) 22 (2.5) 0.11 (0.01–0.83)
9–10 1 (0.4) 21 (2.4) 0.12 (0.02–0.93)
Multiple 7 (2.6) 90 (10.3) 0.22 (0.10–0.47)
1–10 23 (8.8) 210 (24.2) 0.41 (0.25–0.69)
>10 years
or, never

238 658 1a

a Reference category.

Source: Selby et al. (1992).
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cancer is common, being second only to lung cancer
in men in many western countries, the true incid-
ence is much higher, and the as yet unsolved
problem is how to discriminate aggressive disease
with lethal potential from indolent cancers that are
likely to remain asymptomatic for the remainder of
the patient’s lifetime.
Nevertheless, prostate cancer is a significant

public health problem and an obvious target for
screening. Three screening modalities are currently
in use. Digital rectal examination involves palpa-
tion of the prostate to detect increased size, but
lacks sensitivity (Schroder et al., 1998). A blood test
is also available which measures the level of PSA, a
glycoprotein produced only by (both benign and
malignant) prostate cells. A third method is trans-
rectal ultrasonography, which because of its cost is
usually reserved as a second-stage screen in indi-
viduals who are positive for one of the first two
tests, although many clinical algorithms for com-
bining these tests exist. PSA is well established as a
tumour marker in patients with prostatic cancer,

but its use as a screening test has generated much
controversy. A typical cut-off for positivity is
4 ng/ml and levels above this are very common at
older ages (Table 29.8). There is little doubt that this
test is relatively specific for prostate disease but it is
unable to distinguish benign from malignant
lesions unless higher cut-off levels are used and
even less able to distinguish aggressive cancers
from slowly growing ones. The majority of PSA
secreted into the blood becomes bound to protease
inhibitors (mainly alpha anti-chymotrypsin). A low
proportion of free (unbound) PSA is associated
with the presence of cancer and some have sug-
gested that the free to total ratio should be used as a
secondary screening criterion: either in those with
PSA levels between 2.5 and 4 ng/ml to improve
sensitivity, or in those with levels between 4 and 10
ng/ml to improve specificity (Ito et al., 2003). But
the cost of the additional assay and the need for
more careful specimen handling make free PSA
testing less attractive for screening. Others have
suggested that age-specific cut-offs should be used
(Gustafsson et al., 1998) or that change in PSA levels
would be more useful than an absolute cut-off.

When a screening test is positive, the next step is a
trans-urethral prostatic resection to obtain a biopsy.
This can distinguish benign frommalignant disease,
but malignant cases then usually go on to a radical
prostatectomy or radiotherapy. This is a major
operation with non-negligible mortality and high
morbidity often including incontinence and impot-
ence. To date, no trials have been completed to show
if prostate screening has any effect on mortality,
although large trials are underway in the United
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Table 29.8 Serum PSA concentrations and the incidence of
prostate cancer as a function of age in 1653 men

Age
group
(years)

No. of
men
(%)

Serum PSA level

4.0–9.9 ng/ml 10.0 ng/ml

No.
(%)

No. with
cancer/
No. with
biopsy
(%)

No.
(%)

No. with
cancer/
No. with
biopsy
(%)

50–59 629 (38) 12 (2) 2/11 (18) 4 (1) 1/3 (33)
60–69 737 (45) 53 (7) 8/40 (20) 15 (2) 12/15 (80)
70–79 264 (16) 39 (15) 9/32 (28) 10 (4) 4/8 (50)
80–89 23 (1) 3 (13) 0/2 (0) 1 (4) 1/1 (100)
All 1653 107 (6) 19/85 (22) 30 (2) 18/27 (67)

From Catalona et al. (1991).
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States (Prorok et al., 1991) and in Europe (Schroder
et al., 1997). Basic questions regarding the value of
radical surgical and radiotherapy treatment in early
disease also have not been established.

Prostate cancer is now the most common cancer
in men in the United States and there has been a
large recent increase in incidence largely attribut-
able to increased utilization of PSA screening.
In 1994, it is estimated that 40% of white men aged
over 65 years in the United States received a PSA
test (Legler et al., 1998; Shaw et al., 2004). PSA test-
ing was also common in the Austrian state of Tyrol,
but not elsewhere within Austria and the observa-
tion that there was a significantly greater decline
in prostate cancer mortality in Tyrol compared to
the rest of Austria was interpreted as evidence of
the effectiveness of screening (Bartsch et al., 2001).
The association between the level of PSA testing and
the decline in prostate cancer mortality, is unfortu-
nately not replicated internationally. Although the
incidence of advanced prostate cancer decreased in
the 1990s and mortality rates have fallen in the
United States (Hankey et al., 1999), similar trends in
mortality have been seen in the United Kingdom, a
country with little prostate screening; and mortality
rates in Australia continue to increase despite
widespread PSA testing (Oliver et al., 2001). These
observations raise doubts about the value of cur-
rently available screeningmethods and the results of
randomized trials are awaited with much interest.
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CHAPTER 30

Conclusions and prospects

Peter Selby and Margaret Knowles

The ultimate goal of all cancer research is to
provide benefits for cancer patients, and those at
risk of cancer. The immediacy of those benefits
from research will vary from the long-term pro-
ducts of basic biomedical research through to the
direct benefits to patients that come from clinical
trials. The process of editing this book has allowed
us to take an overview of what has happened in
recent years, when new knowledge and new tech-
nologies have been firmly established and great
progress has been made in translating these into
real advances in prevention and treatment. This
also allows for some speculation about the changes
that we will see in the next three to five years.

Cancer research has benefited greatly from the
general advances made in science in the last five
years, not only the obvious inputs from biology and
medicine but also from the strides that have been
made in physics and chemistry, electronics, and
computing. Without these we would not be able to
present, analyse, or understand the progress in
structural biology and cell and molecular biology,
conduct projects like the human genome project
and its genomic and proteomic successors or gen-
erate new chemical entities that may become useful
drugs for cancer. E-science and Grid technology
will provide the key electronic/computing con-
tribution to cancer research in the next five years
and large-scale science will allow access to very
large data collection and very-large-scale comput-
ing resources but with ready access for individual
scientific users.

Throughout the book there is extensive discus-
sion of the advances made in the basic biology
which underlies carcinogenesis. Although much
was known five years ago about carcinogens and
the identity and function of oncogenes and tumour
suppressor genes, Chapters 6–8 demonstrate our
increased knowledge both of the nature and inter-
actions of the genetic abnormalities which contri-
bute to carcinogenesis and the mechanisms which

activate or inactivate these genes. To this we can
now add a much more thorough understanding
of how the genetic and epigenetic (Chapter 5)
changes in key genes interact with each other and
the tissue microenvironment to determine cell sur-
vival, cell death (Chapter 12), growth and meta-
stasis (Chapters 5, 9, 11, and 16).
Biological and clinical outcomes depend not only

on the genetic and epigenetic influences within the
tumour but also upon the host response. Basic
immunology has clarified the cellular interactions
which underpin a specific immune response with
an increasing recognition of the role of professional
antigen-presenting cells and the importance of the
biological context within which antigen presenta-
tion occurs (Chapters 20 and 27). Co-stimulation of
immune cells with both cell surface and paracrine
factors and the importance of ‘danger’ signals are
highly relevant to the immune response to cancer
cells. We are beginning to have insights into the
interaction between the genetic abnormalities in
cancer cells and the capacity of the immune
response to eliminate them (Chapters 20 and 27).
The cancer risk of a person is determined by

their genetic constitution and their exposure
to environmental factors. The outcome of a cancer
is also influenced by genetic polymorphisms
(Chapters 2–4). Such polymorphisms influence
cell proliferation, survival, apoptosis, repair, and
responses to hormones and cytokines. The human
genome is about 0.1% polymorphic. Our under-
standing of the influence of these polymorphisms
remains in its infancy but the next five years will
see increased understanding of the association of
polymorphisms with risk, outcomes, and the inter-
actions between genes and the environment.
In a malignant cell, multiple genetic abnormal-

ities affect the expression of genes and determine
the malignant phenotype. This is influenced by
complex tissue environments. It is not surprising
that experimental methods which evaluate any
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single abnormality or process give us only limited
insights into the behaviour of a tumour, its growth,
metastasis, and response to chemotherapy or radio-
therapy. The new biotechnologies of genomics and
proteomics have in common the ability to assay
multiple changes in parallel systems rapidly. Dense
arrays of oligonucleotides, genomic, and cDNAs
are now available to evaluate genetic abnormalities
and changes in gene expression. The presence of
thousands of individual items on a dense array
is now commonplace and the presence of tens
of thousands is becoming commonplace. Despite
early technical difficulties, these systems are now
robustly generating data (Chapter 22). Frequently
the greatest challenges to the experimenter are in
the area of data handling, analysis, and informatics.
The data generated about individual genes, clusters
of genes and their relationship to biological pro-
cesses,diagnosis, andclinicaloutcomesaresummar-
ized in (Chapters 7, 8 and 23–28).
Analysis of changes in nucleic acids, however,

have limitations. The behaviour of cells, tumours
and the host ultimately depends upon structures
and functions carried out by proteins. While pro-
teins are a direct consequence of gene expression,
they frequently undergo post-translational changes
that can have profound influences on their function
and have potential use as markers and therapeutic
targets in cancer. The exploitation of existing tech-
niques and the development of new techniques
which allow the evaluation of the proteome of
tumours and normal tissues was therefore neces-
sary. The ability to separate proteins on the basis of
charge and size using two-dimensional gel elec-
trophoresis has been available for several decades.
However the application of modern computing and
image analysis of two-dimensional gels and of
mass spectrometry to fingerprint and sequence
proteins has increased their utility. These techni-
ques remain at the heart of much of modern pro-
teomics but are laborious and require highly
developed laboratory bench skills. They are being
supplemented, although not yet replaced, by altern-
ative mass spectrometric approaches to fractionate
proteins based on their charge, size, or conforma-
tion to generate protein profiles and identities.
Diagnostic and prognostic advances are likely
from proteomics and therapeutic advances should
follow (Chapter 22). These new technologies
are reaching a level of reliability and utility
which allows applications in many laboratories.
Frequently the limiting stages of the experiment

are the availability ofwell preserved, numerous and
well characterized tissue samples and clinical data.
Large amounts of data are becoming available and
require advances in informatics to analyse these in
large numbers of patients.

Molecular and cellular studies will remain cent-
ral to cancer research but there will be increasing
use of rodent models in coming years, both to eval-
uate tumour growth and spread and its underlying
biology as well as to evaluate novel therapeutic
approaches. The relevant biological questions are
discussed in Chapters 16 and 18, the model systems
in Chapter 19 and the therapeutic opportunities in
Chapters 23–28.

The claim that cancer research will deliver
scientifically sound, rational, and non-toxic treat-
ments for cancer patients is not new. However, it
can now be claimed that this goal is being deliv-
ered, albeit on a limited front. The most prominent
recent example was the development of a selective
inhibitor for the tyrosine kinasewhich is the product
of the BCR–ABL translocation which characterizes
chronic myeloid leukaemia. This treatment proved
effective and remarkably non-toxic. The spectrum
of activity of the drug (Imatinib, Glivec, STI571)
extends to a limited number of other kinases which
are commonly found in other rare cancers, particu-
larly gastrointestinal stromal tumours, a rare
subtype of intra-abdominal sarcoma. Effective
treatment, although less successful than in chronic
myeloid leukaemia, has resulted. Similar concepts
underpinned the development of drugs which
inhibit epidermal growth factor (EGF) receptor.
Significant antitumour effects resulted but clinical
benefits proved to be modest. Re-examination of
the molecular biology and pharmacology of EGF
receptor and its inhibition suggests that only some
specific forms of receptor are true targets for the
drug, although when present the response rates are
high. Nevertheless there are reasons for optimism
that the knowledge of carcinogenesis and cancer
biology which we have summarized in this
book will increasingly generate new targets for
anticancer drugs which will avoid the lack of
selectivity and therefore the toxicity which remains
a characteristic of current cancer pharmacology.

Perhaps less prominent, but equally promising,
have been the successes using chimeric and
humanized monoclonal antibodies for cancer
treatment. These are summarized in Chapter 26
and in several cases real and substantial benefits
for patients are now demonstrated. In B-cell
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lymphoma anti-CD20 antibodies, in breast cancer
antibody to Her2/neu receptor and in colorectal
cancer antibodies to VEGF (vascular endothelial
growth factor) have all been shown to benefit
patients in randomized prospective trials. It is now
almost 30 years since the discovery of monoclonal
antibodies, a sobering reflection of the slow pro-
gress of translational research to date.

The promise of immunotherapy based on
increasing knowledge of cellular immunology
remains, but the evidence for the success of cancer
vaccines is still rather slender as summarized in
Chapter 27. Vaccines based on protein and peptide
vaccination, DNA vaccination and cellular vaccines
involving antigen-presenting cells are all capable of
producing remissions in some patients, particularly
those with malignant melanoma and renal cancer.
Cytokine therapies produce remissions consistently
in a proportion of patients with melanoma and
renal cancer (Chapter 14). Unfortunately, the effects
so far are infrequent with no more than 20% of
patients benefiting in most studies. The literature is
inconsistent, which is a reflection of the complex-
ities of the technologies involved and of the biolo-
gical systems being studied. There is enough
preliminary data from translational research in
vaccines to suggest that it is worth pursuing this
field of enquiry but none of these approaches have
yet established themselves as routine for patients
in large prospective randomized trials.

The technologies which underpin modern
clinical research were developed in the 1970s and
1980s and particularly depend upon the careful
design and conduct of prospective randomized
trials. After preliminary work on small numbers of
patients to demonstrate safety and detect toxicity
(Phase 1) investigations move on to establish that a
new treatment has activity against cancer in general
or a particular group of cancers (Phase 2) and then
this new approach, either alone or in combination,
is compared to standard therapy in a Phase 3 trial.
The last decade has seen significant developments
in clinical research and its methodologies.

The availability of specific drug targets requires
the restriction of treatments to patients whose

tumours express those targets. The trend towards
the conduct of early clinical trials in patients in
whomtargets arepresent andshown tobe expressed
will increase. Also, it will no longer be sufficient to
demonstrate that a treatment can be safely given to
patients before evaluating its effectiveness. It will
increasingly be necessary to demonstrate that the
administration of the candidate treatment actually
inhibits the defined target against which it was
developed. Pharmacological and biological mon-
itoring of treatments will therefore have to become
more sophisticated and will be an essential element
in future early clinical trials.
In large Phase 3 randomized perspective trials,

careful definition of targets will be necessary.
Integrating large clinical databases with biomedical
databases is a massive challenge for clinical inves-
tigators and scientists in bioinformatics and bio-
statistics. Organizing research on this scale within
modern health care services is in itself a special and
considerable challenge. Producing technical and
organizational solutions to the conduct of research
of this complexity and on this scale is quite difficult;
changing the culture of clinicians, managers, and
the funders of health care may be considerably
more difficult.
What predictions are possible for the next five

years? Genomic and proteomic analyses of malig-
nant tissues will yield huge amounts of data. Care-
fully analysed patterns of genetic abnormalities,
gene expression, and proteins will allow new
approaches to diagnosis, categorization, and prog-
nosis for tumours. Genotyping will allow more
accurate identification of people at risk of cancer and
estimations of best treatment choices and likely
outcomes. The identification of new targets and the
exploitation of existing ones, will result in several
new and effective drug and vaccine developments.
These will eventually be focussed on relatively
small groups of patientswho adequately express the
target and/or activate and tolerate the treatment.
There is no doubt that our knowledge of the

cellular and molecular biology of cancer will con-
tinue to grow rapidly, making it even more difficult
to encompass in one book.
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G1/S checkpoint 139–40
initiation of DNA replication 158–9
metaphase–anaphase transition 165–6
restriction point control 157–8

cell cycle arrest 128
cell cycle proteins, therapeutic use 166
cell lines, proteomics 378
cell proliferation, control of 3–4

cell surface receptors, as oncogenes 128
cell surface targeting, gene therapy 470
cellular adhesion molecules, monoclonal antibodies 439
cellular immortality, telomere-independent

senescence 179–80
cellular immortalization 183–4

alternative lengthening of telomeres (ALT) 181–2
historical perspective 171–3
in vitro malignant transformation 176–7
telomerase,

inactivation, effects 181
origins in cancer cells 178–9
regulation of 177–8

viral studies 174–6
cellular (proto-) oncogenes 118

see also oncogenes
centromeres, abnormal 98
centrosome duplication 165
ceramide 219
cervical cancer 345

association with HPV infection 233
epidemiology 26, 27
incidence 490
risk factors 30, 34, 39

cervical intraepithelial neoplasia (CIN) 233
cervical screening 34, 166, 481, 482, 489–92

cytological 485
p16INK4a 486
by visual inspection 484–5

Cetuximab (Erbitux, C225) 204, 226, 438
chaos1 mutant mice 319
charged coupled device (CCD) detectors 366
CHART radiotherapy 418
checkpoints in cell cycle 157, 423–4

controlling mitotic activity 164
DNA damage, responses 160–4
spindle 165, 166

CHEK2 gene 50, 52
association studies 57

chemically-induced tumours, animal models 320–1
chemokine receptors, role in metastasis 285
chemokines 253–4, 342, 343
chemoradiotherapy 404, 418, 426
chemotherapy 22, 399

cytotoxic drugs, development 331–2, 332–4,
405–7

DNA repair inhibitors 74
dosage and scheduling 409–12
drug resistance 73–4, 223–4
duration 411
future prospects 412
human trials 407–9
mechanisms of action 399–3
risk of second malignancy 41
side effects 405

role of p53 induction 145
synergy with interferons 247, 249
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therapeutic principles 403–5
see also cytotoxic drugs

chest X-ray screening 486
chicken foot intermediates 70
childbearing, effect on cancer risk 38, 39
childhood leukaemia, natural history 312–13
chimeric monoclonal antibodies 431, 432
chimeric receptors 446
chlornaphazine 41
chloroethylnitrosourea alkylating agents 74
cholangiocarcinoma, risk factors 32, 35–6
chromatin inheritance 83

chromatin remodelling 85–6
histones 85

chromatin structure, link with DNA methylation 86–8
chromosomal aberrations 113–14

in epithelial tumours 109, 110, 111–12
in germ cell tumours 112–13
Mitelman database 96
molecular consequences 98–9
in myeloid malignancies 100–4
terminology 97
underlying mechanisms 97–8

chromosomal instability (CIN) 9–10
role of genomic hypomethylation 90

chromosome analysis 95–6
chromosome banding techniques 96
chronic lymphocytic leukaemia (CLL)

chromosomal aberrations 101
expression profiling 373–4
viral IL-10 250

chronic myeloid leukaemia (CML) 95, 126
chromosomal aberrations 100, 101
genetic abnormalities 311
Gleevec therapy 131
RNA interference therapy 475
stem cell origin 314

chronic tumour viruses 117
chronomodulation 411
CI-1033 204
cigarette smoking see smoking
cirrhosis 37, 239
CISH 362–3
cisplatin

in chemoradiotherapy 404
combination with paclitaxel 411
mechanism of action 399–400
resistance to 400
sensitivity to 72–3
toxicity 246, 405

Clark level of invasion, melanomas 392
classical radiobiology 416–18
clear cell sarcoma, chromosomal aberrations 108
clinical target volume (CTV) 415
clinical trials 505

for cytotoxic drugs 408–9
for gene therapy 459, 477

clonal chromosomal aberrations 97
clonal evolution 170, 171
clonal expansion 6
clonality 12–15
clonal selection 10–11
clonal succession 306
clonogenic assay 416–17
clonogenic cell survival 416–17
co-activators, nuclear hormone receptors 265–6
role in hormone resistance 271–2

coal tar, as carcinogen 40
Cockayne syndrome (CS) 63
cohesin 159–60
subunit separation 165

colchicines 299
collagen, as ligand for integrins 295
colonoscopy 396
screening 485, 495

colony stimulating factors (CSFs) 252–3, 343
bone marrow support 403
granulocyte monocyte CSF (GMCSF), in

immunotherapy 352
colorectal cancer 396–7
age-specific incidence 8
associated genes 50
association studies 57
base excision repair deficiencies 64
chromosomal aberrations 109, 111
Duke staging 395
Edrecolomab (Panorex) 439
epidemiology 25, 27, 29
genetic instability 9, 10
genetic pathway 10
incidence 28
risk factors 30, 35, 36, 37
rodent models 321
screening 43, 482, 486, 493–5
Vogelstein-Fearon model 137–8

colorectal cancer syndromes 52–3
see also familial adenomatous polyposis; hereditary

non-polyposis colorectal cancer; Peutz-Jeghers
syndrome

colposcopy, value in screening 485
combination chemotherapy, sequences of drugs

411–12
combretastatins 299
common acute lymphoblastic leukaemia antigen

(CALLA) 350
common insertion sites (CISs) 334–335
Common Terminology Criteria for Adverse Events

(CTC) 407
comparative genomic hybridization (CGH) 97, 334
complementarity-determining regions (CDRs) 429
complement-mediated cytotoxicity 433
complement receptors 338
complete remission (CR) 223
conditional gene mutation engineering 325
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conditionally replicating viruses 470–2
adenoviruses (CRAds) 463

conditional oncogene activation in mice 328–9
conditional translocations, mouse models 329
conditional TSG knockout mice 328
connexin 43 382
consolidation chemotherapy 404
continuous infusion, cytotoxic therapy 411
cooperative effects, oncogenes 326–7
core binding factor (CBF) complex aberrations 309
co-repressors of nuclear hormone receptors 266–7

in hormone resistance 272
therapeutic potential 275

corticotrophin-releasing hormone (CRH) 260
Cowden syndrome 50, 52, 198
coxsackie/adenovirus receptor (CAR) 463–4
CpG islands 78–9, 83

hypermethylation 88, 90
Cre/loxP transcriptional control system 469–70
Cre-transgenic mice 325, 328–9
crinotecan 397
crisis (M2) 9, 174, 175
CSF-1 252–3
CTCF protein, transcriptional regulation 81
Cushing’s syndrome 262
CV707 471
CXCL8 249
cyclin B 164, 166
cyclin D1 128–9

deficiency of 333
cyclin-dependent kinase inhibitors (CDKIs) 140, 141,

158, 166
CDKN2A gene 50, 53, 392
see also p16

cyclin-dependent kinases (CDKs) 156, 157, 158,
164, 166

CDK2, response to DNA damage 161, 163
CDK4 gene 50, 53
CDK4 protein 109
in initiation of DNA replication 159

cyclin E overexpression 159
cyclo-oxygenase inhibitors, TNF-a inhibition 246
cyclophosphamide 41

mechanisms of resistance 401
cyproterone acetate 270
cytarabine, mechanism of action 399, 400
cytochrome c 212, 213, 219
cytogenetic analysis 96–7
cytogenetics see chromosomal aberrations
cytokeratin expression 359
cytokine receptors 446
cytokine release syndrome 246
cytokines 242, 342, 343

chemokines 253–4
colony stimulating factors 252–3
in immunotherapy 451–3, 452
interferons 246–9

interleukins 249–2
mAb conjugates 435
role in immunotherapy 353
role in tumour microenvironment 243
tumour necrosis factor a (TNF-a) 243–6
see also interferons; interleukins

cytological grading 15
cytology, specimen processing 357
cytomegalovirus 240
cytosine deaminase (CD) 473
cytosine methylation 86, 87, 91
cytosine to thymine transition 79
cytotoxic drugs

conjugation to mAbs 434–5
development 405–7
dosage and scheduling 409–12
future prospects 412
human trials 407–9
mechanisms of action 399–403
side effects 405
therapeutic principles 403–5
tumour resistance 400, 401–3
see also chemotherapy

cytotoxic (CD8) T lymphocytes 341, 349
in control of tumour growth 443, 444
functions 342

dacarbazine (DTIC)
in metastatic melanoma 392
sensitivity to 61

‘danger signals’ 347, 348
use in immunotherapy 352, 353, 449

data analysis, microarray assays 371–2
DDM1 gene 86
death, causes of 21–2
death agonist proteins 215–17, 216

see also BAK; BAX
death domains (DDs) 218
death effector domains (DEDs) 218, 219
death factors 129
debulking, neo-adjuvant chemotherapy 404
decoy receptors 129
dedifferentiation 11
deletions 97
demethylating agents 91–2
dendritic cells (DCs) 338, 447

in immunotherapy 352, 446–8
DC/mRNA vaccines 450–1
DC/tumour hybrid vaccines 450

response to tumour antigens 347, 348
dendrograms 372
depth dose curves 415
dermatofibrosarcoma protruberans 108, 111
dermatomyositis 86
detection rate, screening tests 483
dexamethasone, TNF-a inhibition 246
dexrazoxane, mechanism of action 402
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diabodies 464
diagnosis of cancer 15–16
diet, effect on cancer risk 36–8, 263
dietary modification 43
diethylstilboestrol

antiandrogen role 271
carcinogenesis 263

differentiation 180
abnormal gene methylation 89
divergent 20
in haemopoiesis 307–10

differentiation antigens 350, 444
diffuse large-B-cell lymphomas (DLBCL), expression

profiling 372–3
digital rectal examination 485

in prostate cancer screening 496
5�-dihydrotestosterone (DHT) 258, 269
DIM-5 mutations 87
direct reversal 61–2
DISCs (death inducing signalling complexes) 212,

218, 219
disease-free survival 408
divergent differentiation 20
dl1520 471
DNA

effects of cytotoxic drugs 399–3
radiotherapy damage 419
tissue microdissection 363

DNA adducts 43
DNA damage

cellular responses 421–4
checkpoint responses 160–4
see also DNA repair

DNA damage sensing 422
DNA damage tolerance 68–71
DNA-dependent protein kinase (DNA-PK) 66
DNA glycosylases 420
DNA methylation

CpG islands 78–9
hypermethylation 88, 90

detection methods 82–3, 84
global genomic hypomethylation 90–1
inhibitors 91–2
link with chromatin structure 86–8
maintenance 79–80
5-methylcytosine (5mC), mutagenesis 91
role in development 80
role in normal cells 80–2
SNF2 proteins 85–6
transcriptional repression 82

DNA methyltransferases (DNMTs) 79–80
DNA repair 7

abnormal gene methylation 89
age-associated decline 9
base excision repair (BER) 64, 419–20
chemical inhibitors 74
deficiencies in tumours 425

direct reversal 61–2
double-strand break repair 65–8, 160, 420–1
and drug resistance 73–4
excision repair 55
homologous recombination (HR) 65, 67–8, 160, 419,

420–1
mismatch repair 64–5
non-homologous end-joining (NHEJ) 65, 66–7,

419, 420, 421, 423
nucleotide excision repair (NER) 55, 62–4, 71, 72
radiation-induced lesions 419–1
role of p53 143
variation between individuals 71–2
variations between tumour types 72–3

DNA repair foci 422
DNA replication 158–60
DNA synthesis (S phase) 4
telomerase expression 178–9

DNA vaccines 449
DNMTs (DNA methyltransferases) 79–80, 82, 87
overexpression 90

dominant inheritance 45, 46–7, 53–4
bowel cancer syndromes 52–3
breast cancer syndromes 50–2
familial melanoma 53
gene characterization 48–9
linkage mapping 47–8
retinoblastoma 49–50

DOPE (1,2-dioleoyl-3-sn-
phosphatidylethanolamine) 467

dosage, cytotoxic drugs 409–12
dose determination, radiotherapy 415–16
dose escalation 407–8
dose intensity 410–11
dose parameters 410–11
DOTAP (1,2-dioleoyl-3-(trimethylammonium)

propane) 467
double minute (DM) chromosomes 97, 124
double-strand breaks (DSBs)
radiation-induced 419, 420
repair 65–6, 420–1

homologous recombination (HR) 67–8, 160, 419
non-homologous end-joining (NHEJ) 66–7, 419, 423

Down’s syndrome, AML1 gene mutations 102
doxorubicin
conjugation to mAb 435
mechanism of action 401

DPD, and 5-FU toxicity 410
drug resistance, and DNA repair 73–4
drug screening
GEM models 332–333
tumour transplantation models 331–2

ductal carcinoma in situ (DCIS) 392–3
Duke staging, colorectal cancer 395, 396
Duncan’s syndrome 235
duration of chemotherapy 411
dysgerminoma 18, 20
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dyskaryosis 16
dyskeratosis congenita 184
dysplasia 5

E1a, E1b genes, conditional expression 471
E2A–PBX1 fusion 105
E2Fs 129

E2F1, tumour suppressor effect 321
E5 protein 233, 234
E6 protein 231, 233, 234
E7 protein 231, 233–4
E-cadherin 130, 274, 280
ECOG performance status 405
ecotropic retroviruses 462
ectopic hormone production 21, 262
Edrecolomab (Panorex) 439
EGFR see epidermal growth factor receptor
electroporation 467
electromagnetic field exposure 39
electron microscopy, tissue preparation 356–7
ELISPOT assays, T lymphocytes 343
embolization of tumours 397
embryo

haemopoiesis 305
role of methylation 80
vascular network development 289–90

embryonic stem cells 3
gene targeting 325

embryonic tumours, age-specific incidence 8
endocrine hormonal effects 258
endogenous antigen processing 341
endometrial cancer

oestrogen, carcinogenic role 263
risk factors 31, 36, 38–9
risk in HNPCC 53

endometrium, hormone responsiveness 262
endonuclease G (endo G) 214–15
endoplasmic reticulum, stress-induced apoptosis 214
endoscopic surgery 391
endostatin 298, 300
endothelial cells

effects of tumour cells 284
response to hypoxia 296
stimulation during angiogenesis 290
as therapeutic target 297, 298–9

endothelial receptors, role in metastasis 285
endothelial signalling systems 292
endpoints in clinical trials 408
end replication 9, 173
env 230
environmental pollution 41
enzyme-linked antibody assays (ELISA),

T lymphocytes 343
enzymes, role in invasion 281–2
eosin 358
ependymomas 18, 20
Eph/ephrin signalling pathway 291–2, 294–5

epidemiology 25–9
epidermal growth factor receptor (EGFR) 186, 187–8

activation in cancer 196–8
downregulation 195–6
EGFRvIII 197
receptor activation 188–9
signalling pathways 190–4
as therapeutic target 204, 226
tyrosine phosphorylation 190
see also growth factors

epidermal growth factor receptor (EGFR) gene 128
epidermodysplasia verruciformis (EV) 234
epigen 187
epigenetic modifications 78
epigenetics of cancer

cancer therapies 91–2
CpG island hypermethylation 88, 90
global genomic hypomethylation 90–1
5-methylcytosine (5mC), mutagenesis 91

epiregulin 187
epithelial cell progenitors 290
epithelial cells, loss of cell-cell cohesion 279–80
epithelial tumours

age-association 8
benign 16
nomenclature 17, 18

epithelium 2, 3
field change 12, 13

Epstein-Barr virus (EBV) 34, 234–7, 345
genes 235
as vector in gene therapy 466

Epstein-Barr virus expressed RNAs, detection by ISH 363
ER see oestrogen receptors
Erbitux (Cetuximab) 204, 226, 438
Erb receptors 187

activation in cancer 197–8
downregulation 195
ErbB2 (HER2/neu) 128, 273, 362

ErbB2, ErbB3 signalling 194–5
gene amplification 124, 125
as therapeutic target 204

ErbB4 195
heterodimerization 189
ligands 187–8

ERCC1 expression, association with platinum drug
resistance 401

ERK1/2 272
erythroblastosis, in chickens 268
escape mechanisms in tumours 353
etanercept 245–6
N-ethyl-N-nitrosurea (ENU) mutagenesis, mice 318–19
etoposide 411

dosing schedule 411
mechanism of action 399, 400, 401–2
side effects 405

euchromatin 85
eumelanin 58
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Ewing’s sarcomas, chromosomal aberrations 107,
108, 110

EWS fusions 106–7, 110
excision repair 55
execution phase, apoptosis, 211, 212–15
exemestane 269
exogenous antigen processing 341
expression profiling 369–70

cancer classification 372–5
data analysis 371–2
therapeutic role 376–7
tumour origin and evolution 375–6

expression proteomics 377
external beam radiotherapy 414–15

see also radiotherapy
extracellular matrix (ECM) 281, 282, 289, 291
ex vivo gene therapy 460

Fab fragment 339, 429
faecal screening

faecal occult blood testing (FOBT) 396, 482, 493–4
molecular markers 486

familial adenomatous polyposis (FAP) 45, 52–3, 137, 396
associated genes 50
screening 481

familial cancer syndromes, oncogenes 123
familial clustering 6, 41–2
familial melanoma 129
FANCD1 gene 68
Fanconi anaemia (FA) 68
farnesyl transferase inhibitors 300

animal model evaluation 333
use with radiotherapy 422

faslodex 268, 270, 275
Fc fragment 339, 429–30
Fc fragment receptors 433
feeder layer study, cell culture 180
feline leukaemia virus 231
FGFs (fibroblast growth factors) 130

FGF4 127–8
FGF receptor 3 (FGFR3) mutations 123

fibrinogen, as ligand for integrins 295
fibroblast activation protein (FAP) 291
fibroblasts 291

age-related changes 8
fibromas 18, 19
fibronectin 295
fibrosarcoma, congenital, chromosomal aberrations 108
field change 12
finasteride 269
fine needle aspiration (FNA) 357
fixation of tissues 356

prior to immunohistochemistry 358
FLIPs (FLICE inhibitory proteins) 221
Flk-1 protein immunization 299
FLT3 mutations 123
fluids

proteomics 378
SELDI analysis 382

fluorescence in situ hybridization (FISH)
96–7, 362

5-fluoro-cytosine (5FC), in GDEPT 473
5-fluorouracil (5FU)
in chemoradiotherapy 404
in colorectal cancer 397
mechanism of action 399, 400
metabolism and pharmacokinetics 402
side effects 405

flutamide 270, 396
FMS mutations 123
folinic acid, use with 5FU 397, 402
follicle-stimulating hormone (FSH) 259, 260
follicular lymphomas (FLs)
chromosomal aberrations 106
expression profiling 373
transformation 224
see also lymphomas

fractionation schedules 418
fragile X syndrome 80
free radicals 419
frozen sections 356, 357
fruit and vegetable consumption 37
fusion genes in leukaemias 311, 312
fusion proteins 126–7
fusogenic membrane glycoproteins (FMGs) 474

G1 cell cycle checkpoint 423
G1/S checkpoint 139–40
G2 phase 164
G2/M cell cycle checkpoint 423–4
Gab1 193
domain structure 190

gag 230
gallbladder cancer, risk factors 32, 36
gamma cameras 366
ganciclovir 473
gastric cancer
epidemiology 26, 27–9
risk factors 30, 35, 37

EBV 234
Helicobacter pylori 239–40

screening 487
gastrointestinal stromal tumours (GISTs) 109,

111, 226
therapy 131

gatekeeper genes 7, 136
see also tumour suppressor genes (TSGs)

gemcitabine 411
in chemoradiotherapy 404
mechanism of action 399, 400

GEM models, cancer gene mapping 334
Gemtuzumab ozogamicin (Mylotarg) 435, 437
gene amplification 99, 110
‘breakage-bridge-fusion’ mechanism 98
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gene characterization 48–9
gene-directed enzyme prodrug therapy (GDEPT) 473
gene expression arrays 286–7, 426
‘gene gun’ 460, 466–7
gene-modified DC vaccines 449–50
gene replacement strategies 460
gene silencing 475
gene targeting in animal models 325
gene therapy 22, 74, 458–9

cellular targets 460
clinical practice 476–7
delivery strategy 460–72
effector mechanism 460
gene replacement strategies 472
immunotherapy 476
RNA-directed strategies 474–5
suicide gene therapy 472–4
targeting 467–9

generic names 17
genes involved in carcinogenesis 6–7
GeneSwitch system 469
genetically engineered mouse (GEM) models 318, 326–30

preclinical studies 332–333
genetically-enhanced T-cells 445–6
genetic (genomic) instability 9–10
genetic pathway 10–11
genetic predisposition 41–2

see also inherited susceptibility
genetic screening tests 481
genomic imprinting, role of DNA methylation 80–1
genomic instability 130
genomic scanning, DNA methylation detection 83
geographical variation in cancer incidence 26–7
germ cell immunohistochemistry panel 358
germ cell tumours

chromosomal aberrations 112–13
nomenclature 18, 20
testicular 72

germline manipulation, mouse 323–6
TSG knockout mice 327–8

glandular fever 235
see also Epstein-Barr virus

glandular tumours, nomenclature 17
Gleason grading, prostate cancer 395
Gleevec (Imatinib, ST1571) 101, 109, 111, 131, 315, 504

pre-treatment expression profiling 376–7
glioblastoma multiforme 20

effect of IL-1Ra 249–50
gliomas 18, 20

therapy 61–2, 453
TNF-� activity 245

global DNA damage response 422
global genome NER (GG-NER) 62–3
global genomic hypomethylation 90–1
glucocorticoids 258

anti-inflammatory effect 264–5
glycosylation, proteomic-based studies 384

GnRH analogue therapy 269
GnRH antagonist therapy 269
gonadectomy, therapeutic 268–9
gonadotrophin-releasing hormone (GnRH) 259–60
gonadotrophins 259, 260
Gorlin’s syndrome 425
goserelin 269, 396
gp100 445
G-quadruplex stabilization 182–3
GRACES (Gamma Interferon and Chemotherapy Efficacy

Study) 249
grading 11, 15, 17

prostate cancer 395
granulocyte-colony-stimulating factor (G-CSF) 252
granulocyte-macrophage colony-stimulating factor

(GM-CSF) 252
granulocyte-monocyte colony stimulating factor

(GMCSF) 352
granzyme B 218
Grb2 191
green fluorescent protein (GFP) gene 366
gross tumour volume (GTV) 415, 416
growth, control of 3–4
growth factor pathways, role in hormone resistance

272–3
growth factor receptors

monoclonal antibodies 438
see also epidermal growth factor receptor (EGFR);

vascular endothelial growth factor (VEGF)
receptors

growth factors
apoptosis suppression 222
bone marrow support 403
Erb2, Erb3 signalling 194–5
heterodimerization 189
overexpression 128
receptor activation 188–9
role in angiogenesis 291, 292–4
as therapeutic targets 203–5
tyrosine phosphorylation 189–4
see also vascular endothelial growth factor (VEGF)

growth signals, self-sufficiency 127–8
guevedoces 269
Guthrie cards, fusion sequence detection 313
‘gutless’ adenoviruses 463

H2AX 162, 163
g-H2AX DNA repair foci 422–3
H3-K9 methylation 87–8
haematological malignancies

expression profiling 372–5
nomenclature of tumours 18, 19
see also leukaemias, lymphomas

haemato-lymphoid system 2
haematoxylin and eosin (H&E) staining 358
haemopoiesis 305–7

lineage hierarchy 306
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molecular rules 307–10
transcription factors 309

HAM/TSP 238
haploinsufficiency 7, 138, 139
HAT inhibitors 275
HATs (histone acetyltransferases) 85
Hayflick limit 171, 173
HDAC inhibitors 275

see also trichostatin A
HDACs (histone deacetylases) 85
heat shock proteins (hsps) 264, 446

as danger signals 348
heavy (H) chains 339, 429
Helicobacter pylori 35, 489

detection by ISH 363
role in gastric cancer 239–40

helix 12 270
helminth infestation 35–6
helper (CD4) T cells 341, 444–5

functions 342
helper viruses 462, 465
heparin 300
heparin-binding EGF 187
hepatitis viruses 34, 238–9, 345

hepatitis B 489
immunization 354

hepatocellular carcinoma see liver cancer
HER receptors see Erb receptors
Herceptin (Trastuzumab) 204, 226,

434, 438
hereditary non-polyposis colorectal cancer

(HNPCC) 9, 53, 65, 396
associated genes 50
colonoscopic screening 485

herpes simplex virus thymidine kinase (HSV-tk)
gene 473–4

herpesviruses 34
herpes simplex virus type 2 (HSV2) 240
herpesvirus ateles 232
herpesvirus saimiri (HVS) 232–3, 466
oncolytic 472
as vectors in gene therapy 465–6

heterochromatin 85
heterochromatin protein 1 (HP1) 87
heterodimerization 189
hexokinase II 221
hierarchical clustering 372
high dose chemotherapy 410
hinge region, immunoglobulin 429
histochemistry 357–8
histological grading 11
histone acetyltransferases (HATs) 266
histone code hypothesis 85
histone deacetylase inhibitors 92, 315
histone methyltransferases (HMTases) 85
histone modification 85, 86–7
histopathological diagnosis 15, 16, 17

see also immunohistochemistry
HIV/AIDS 35, 239
Kaposi’s sarcoma 237

HLA allele loss 353
hMutL� 64–5
hMutSa, hMutSb 64, 65
Hodgkin’s disease 19, 234, 236
chromosomal aberrations 99
risk factors 31

homodimerization 189
homogeneously staining regions (HSRs) 97, 124
homologous recombination (HR) 65, 67–8, 160, 419, 420–1
deficiencies in tumours 425

hormonal effects of tumours 21
hormonal risk factors 38–9
hormonal therapy 268, 270, 271
gonadectomy 268–9
hormone resistance 271–4
new developments 274–5
steroid receptor antagonists 269–1
steroid synthesis inhibition 269

hormone-dependence 257
hormone-independent tumour growth 271–4
hormone-producing tumours 262
hormone receptors 258
hormone replacement therapy (HRT) 38, 39
hormone-responsive tissues 260–2
hormones
actions 258
control of production 260
involvement in carcinogenesis 258–60, 262–3
role in tumour growth 8

hormone sensitivity, prostate cancer 394–5, 396
HOX gene upregulation 103
HOX11 106
HRAS 123
identification 122

hTERT gene 173, 175, 177–8
human anti-mouse antibody (HAMA) responses

431, 439–40
human chorionic gonadotrophin 20
Human Genome Project 47, 369
human herpesvirus 8 (HHV-8, Kaposi’s sarcoma

herpesvirus) 34, 237
human immunodeficiency virus see HIV/AIDS
humanin 221
humanization of antibodies 431–2
human leukocyte antigen (HLA) 443
human mammary epithelial cells (HMECs),

immortalization 177
human papillomaviruses (HPV) 33–4, 233–4
HPV16 240
HPV E6/E7 174
immunization 354
p53 inactivation 143
screening 482
testing for 363, 491–2
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human T-cell leukaemia virus (HTLV1) 35, 230, 237–8
human telomerase in targeting therapy 469
human trials, cytotoxic drugs 407–9
HUS1 162
hybridomas 431
hybrid viral vectors in gene therapy 466
hydralazine, DNA methylation inhibition 92
hydrodynamic injection, naked DNA 467
7-hydroxystaurosporine 74
hyperfractionated radiotherapy 418
hypermethylation, CpG islands 88, 90
hyperplasia 4
hypertrophy 4
hypomethylation, global genomic 90–1
hypothalamic-pituitary axis 260
hypothalamus, hormone production 259, 260
hypoxia

effect on radiation sensitivity 418
role in angiogenesis 295–6

hypoxia-activated transcription factor 220
hypoxia-inducible factors (HIFs) 147–8, 199, 200, 296
hypoxia-inducible promotors 470
hypoxia response pathways, therapeutic

targeting 300

Ibritumomab, 90yttrium-labelled 435, 437
ICF (immune deficiency, centromeric instability, facial

anomalies) syndrome 80
Id proteins 290
Ig see immunoglobulins
imaging, animal studies 333
Imatinib see Gleevec
immortalization see cellular immortalization
immune responses to cancer

cell-mediated 345–9
interactions 348

immune surveillance 7, 343–5
natural killer cells 349

immune system
adaptive immunity 339
age-related changes 8
antibodies 339–40
B lymphocyte function 339–40
innate immunity 338–9
role in metastasis 285–6
self-tolerance 343
structure and cells 337–8
T lymphocyte assays 322–3
T lymphocyte function 340–2

immune system escape mechanisms 353
immunization against cancer 345–6, 352–3, 353–4
immunoblotting 360
immunoconjugates 434–6
immunodiagnosis 351
immunogene therapies 476
immunoglobulin gene translocations 105, 106
immunoglobulins 429, 339–40

properties 340
see also antibodies

immunohistochemistry (IHC) 358–60
prediction of radiosensitivity 425–6

immunohistochemistry panels 358
immunological memory 340
immunosuppression 343, 344
EBV-associated malignancy 234
tumour-induced 353
immunosuppressive drugs, as risk factors for cancer 41
immunotherapy 351–2, 443, 454–5, 475–6, 504–5

induction of immune responses 352–3
monoclonal antibodies 434–40
non-specific 451

adoptive leucocyte transfer 454
with bacteria 453–4
with cytokines 451–3

specific 443–4
DC/mRNA vaccines 450–1
DC/tumour hybrid vaccines 450
dendritic cells 446–8
gene-modified DC vaccines 449–50
genetically-enhanced T-cells 445–6
peptide vaccines 448

vascular targeting 297, 298–9, 300
immunotoxins 434
immunowalking 379
imprinted genes, hypomethylation 91
incidence of cancer 26

age-specific 8
geographical variation 26–7
migrant studies 29
temporal variation 27–9

inducible oncogene expression,
transgenic mice 329–30

inducible promoters in gene therapy 469–70
inducible transgene expression 323–5
industrial carcinogens 40–1, 43
infections 43

as cause of death 21–2
as risk factors for cancer 33–6

infectious mononucleosis 235
see also Epstein-Barr virus

inflammation and tumours 243
inflammatory bowel disease, IL-1 expression 249
infliximab 245
informativity in linkage mapping 47
inherited susceptibility 41–2, 45–6, 58, 503

association studies 56–8
criteria for recognition 46–7
dominant inheritance 46–54
linkage analysis 55–6
recessive inheritance 54

inhibitor of apoptosis proteins (IAPs) 221–2, 224
initiation phase, apoptosis 211

extrinsic pathway 218–19
intrinsic pathway 215–18
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initiation stage of carcinogenesis 5
INK4a/ARF locus 145–7
INK4 gene 175, 176
INK4 proteins 140
innate immunity 338–9
insertional activation by retroviruses 118–20, 121
insertional mutagenesis screens 334–335
in situ cancer 4–5

basement membrane immunohistochemistry 359
diagnosis 16
testicular 113

in situ gene therapy 460–1
in situ hybridization (ISH)

detection of cytogenetic abnormalities 362–3
detection of infectious agents 363
detection of mRNA expression 360, 361, 362

insulin-like growth factor (IGF) 4, 129
insulinoma, RIP (rat insulin II promotor)-Tag

model 326
integrins 282, 283

avb3 integrin 198, 199
anti-integrin therapy 298–9
role in angiogenesis 290, 295

interferons 246, 342, 343
IFNa 246–7, 392, 452
IFN-g 248–9, 250–1
pegylated interferon 452

interleukins 249, 342, 343
IL-1 249–50
IL-2 (T-cell growth factor) 251–2, 435, 451,

452–3, 476
IL-4 453
IL-6 249, 250
IL-10 250
IL-12 248, 250–1, 452
IL-15 252
IL-24 250

interphase cytogenetics 97
interspecies intercross studies 320
Int genes 120
intracrine hormonal effects 258
intra-S cell cycle checkpoint 160, 161–3, 423
invasion 16, 21, 130

mechanisms of 280–3
inversions 97
131Iodine-Tosiumomab (Bexxar) 437
Iressa (ZD1839) 204, 226, 504
irinotecan 246, 411

mechanism of action 399, 400
side effects 405

ischaemia
neovascularization 290
see also hypoxia

isochromosomes 97
isoschizomer methods, DNA methylation detection 82–3
isotope coded affinity tags (ICAT), use with mass

spectrometry 381

Janus kinases (JAKs) 194
jaundice 21
JC virus 240
juvenile polyposis coli, associated genes 50

Kaposi’s sarcoma 34, 35, 254, 345
Kaposi’s sarcoma-associated herpesvirus (HHV-8)

34, 237
Karnofsky performance status 405
karyotyping 95
spectral (SKY) 96
terminology 97

Ki67 166
kidney cancer
2D-PAGE analysis 379, 380
cytokine therapy 251, 451, 452
DC/tumour hybrid vaccines 450
gene mutations 58
paediatric, chromosomal aberrations 109, 112
risk factors 31, 36, 41

killer cell immunoglobulin-like receptors (KIR) 349, 454
KIT mutations 109, 123
Klebsiella pneumoniae, p40 protein 453
knock-down strategies 474
KRAS2 123
identification 122
mutation 137–8

KrasG12D studies 328, 329
Ku 66
Ku70 expression and radioresistance 426

L1210 leukaemia transplantation model 321, 322
lamin A 214
laminin 295
LANA 237
laryngeal cancer
incidence 27
risk factors 31, 37

laser capture microdissection 364, 371
latent mutation engineering 325–6
latent period 5, 6
tumour induction by retroviruses 117–18

lead-time bias 483
leiomyomas, chromosomal aberrations 108, 109
leiomyosarcomas 234
length-bias 483
lentiviral vectors in gene therapy 462–3
leptomycin B (LMB) 145
leukaemia inhibitory factor 343
leukaemia models, drug screening 332
leukaemias 123, 305
adult T-cell leukaemia (ATL) 238
aetiology 315
age-specific incidence 8
association with immunosuppression 345
chromosomal aberrations 99–100, 101
core binding factor complex aberrations 309
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leukaemias (cont.)
expression profiling 373–5
gene culprits 310–12
HTLV-1 35
incidence 27
markers 315
monoclonality 310
natural history 312–13
nomenclature 18, 19
pretreatment expression profiling 376–7
risk factors 31
stem cell origins 314
target cells 313–15
therapeutic terminology 404
therapy 315
see also acute lymphoblastic leukaemia; acute myeloid

leukaemia; acute promyelocytic leukaemia; chronic
lymphocytic leukaemia; chronic myeloid
leukaemia

leukaemia transplantation models 321, 322
leukaemia viruses 230, 231
leukaemic cells, features 310
leucocyte extravasation 284
leucocyte infiltration of tumours 253–4
leucocytes 337–8

see also lymphocytes
leuprolide acetate 269
Leuvectin 453
levamisole, use with 5FU 397
Lewis lung carcinoma model 322
LHFP gene 374
Li-Fraumeni syndrome 11, 42, 52, 154

associated genes 50
mouse model 144
screening 481

LIG4 syndrome 66
ligand-binding domain (LBD) 258, 259, 265
light (L) chains 339, 429
light microscopy, tissue preparation 356–7
lineage-specific antigens 359
linear accelerators 415
linear energy transfer (LET) radiation 418
linkage analysis 55–6
linkage mapping 47–8, 54, 58
lip cancer, risk factors 32
lipomas, chromosomal aberrations 108
liquid-based cervical cytology 491
liver cancer 345

epidemiology 26, 27
risk factors 30, 34, 35, 37, 43
role of hepatitis viruses 238–9
screening 489

liver flukes 35–6
LKB1 (STK11) 148–9
LMO1, LMO2 genes 106
lobectomy, pulmonary 394
local treatment 390–2, 397

of breast cancer 392–4
of colorectal cancer 396–7
of lung cancer 394
of prostate cancer 394–6
of skin cancers 392
see also radiotherapy; resection

locally multiply damaged sites (LMDS) 419
repair 420

loss of heterozygosity (LOH) 13, 14–15,
99, 334

in colorectal cancer 396
role of genomic hypomethylation 90

Lsh (lymphoid specific helicase) gene 86
Lucké frog herpesvirus (RaHV-1) 232
lung cancer

chromosomal aberrations 109
epidemiology 25, 26, 27
local treatment 394
mortality rates 33
relationship to smoking 29, 33
risk factors 30, 38, 40, 41, 43
screening 486
TP53 mutation 11

luteinising hormone (LH) 259, 260
lycopene 37
lymph node involvement 21
lymph nodes 2
lymphangiogenesis in tumours 283–4
lymphatic vessel dissemination 283–4
lymphoblastoid cell lines (LCLs) 234, 236
Lymphochip 372
lymphocytes 337–8, 339

role in metastasis 284, 286
tumour colony inhibition 349
see also B lymphocytes; T lymphocytes

lymphoid malignancies
chromosomal aberrations 99, 100, 104–6
see also leukaemias; lymphomas

lymphoid stem cells 314–15
lymphoid system, anatomy 338
lymphokine activated killer (LAK) cells 454
lymphoma immunohistochemistry panel

358, 359
lymphomas

chromosomal aberrations 106
expression profiling 372–3
genetic abnormalities 311
IL-6 expression 250
MYC translocation 126
nomenclature 18, 19
risk factors 34, 35

immunosuppression 345
Kaposi’s sarcoma herpesvirus 237

T-cell 106, 234
see also Hodgkin’s disease; non-Hodgkin’s

lymphoma
lytic enzymes, role in invasion 281–2
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M1, M2 (Mortality 1, 2) 174, 175
mAb-806 204
mAbs see monoclonal antibodies
macrophage-colony-stimulating factors (M-CSFs) 252–3
macrophages 338
MAD gene 98
Mad/Max 177
MAD proteins 165, 166
MAGE (melanoma antigen) gene 346–7, 444
magic roundabout protein 290
magnetic resonance imaging (MRI) 367

animal studies 333
use in screening 487

magnetic resonance spectroscopy (MRS) 367
maintenance chemotherapy 404
major histocompatibility complex (MHC) 340
malaria, as cofactor for Burkitt’s lymphoma 234–5
malignant cells, in vitro generation 176–7
malignant tumours 5, 16

epithelial 17
mesenchymal 19

mammary tumour-prone mouse strains 318
mammographic screening 481, 482, 492–3
Manchester staging system 391–2
mannose receptor 338
MARCO 338
Marek’s disease virus (MDV) 232–3
marimastat 300
markers 11

chromosome aberrations 95
diagnostic use 15
for leukaemias 315
for prostate disease 395
in screening 487–8
of teratomas 20
therapeutic role 22
validation 383

MART1 445
mass spectrometry

protein identification 379, 381
SELDI 381–2

mastectomy 393, 394
mastocytosis 123
matrix inhibitors 300
matrix metalloproteases (MMPs) 130

therapeutic value 300
maximum tolerated dose (MTD) 407
MBD (methyl-CpG-binding domain) proteins 82
MCIR gene, association studies 58
MCM2, in faecal screening 486
MCM2–7 166
MCM5 antibodies, diagnostic use 166
MDC1 163
MDM2 gene 11, 109
MDM2 protein 129

in regulation of p53 142–3
therapeutic inhibition 144

mechanical pressure, role in invasion 280–1
mechanistic theory of metastasis 284–5
medical carcinogens 41
medical radiation exposure 40
medulloblastoma 20
expression profiling 376

melanoma 123, 392
antigens and epitopes 445
association studies 57–8
chemokine actions 254
cytokine therapy 451–2
DC/tumour hybrid vaccines 450
effect of IL-1Ra 249
familial 50, 53
IL-2 therapy 251–2
immunotherapy 352
peptide vaccines 448
risk factors 31, 39–40
screening 484

melanoma antigen genes (MAGEs) 346–7, 444
melphalan, high dose therapy 410
membrane attack complex (MAC) 433
memory cells 342
MEN1 gene 51
menarche, effect of diet 37
meningiomas 18, 20
Meq 232
MER 338
6-mercaptopurine
mechanism of action 399, 400
thiopurine methyltransferase (TPMT) activity 410

mesenchymal cells, age-related changes 8
mesenchymal tumours, nomenclature 18, 19
mesenchyme 2, 3
mesothelioma 41
survival 224
SV40 DNA detection 231

mesothelioma immunohistochemistry panel 358
metaphase-anaphase transition 165–6
metaplasia 17
metastasis 5, 16, 21, 130, 274, 278–9
genetic aspects 286–7
loss of cell-cell cohesion 279–80
mechanisms of invasion 280–3
patterns of spread 284–5
role of chemokines 253
role of immune system 285–6
vascular dissemination 283–4

metastasis-associated genes (MTAs) 287
metastatic disease, reasons for lower chances of cure 404
MET gene 51
‘breakage-bridge-fusion’ amplification mechanism 98

methotrexate
mechanism of action 399, 400
resistance to 74, 401
side effects 405

methoxyamine 74
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methylation, abnormal, in cancer 89–91
methylation-sensitive restriction endonucleases 82–3
5-methylcytosine (5mC), mutagenesis 91
MGMT (O6-methylguanine-DNA methyltranferase) 61

gene polymorphisms 72
MHC-tetramer assays 343
Mi2 86
microarrays 365, 369–2

data analysis 371–2
RNA preparation 371

microcell-mediated monochromosome transfer
(MMCT) 178

microdissection 363–5, 371
micro-metastases, therapy 299, 390–1, 404
microsatellite instability 9–10

in colorectal cancer 396
see also mismatch repair (MMR)

microsatellite typing 14
microscopy, tissue preparation 356–7
mifepristone (RU486) 469
migrant studies of cancer rates 29
mineralocorticoids 258
mini-chromosome maintenance protein 5 (MCM5) 485–6
Min mouse 318–19
mismatch recognition, and alkylating agent

resistance 73–4
mismatch repair (MMR) 9–10, 64–5, 73, 161–2

association with cisplatin resistance 400
Mitelman database, chromosome aberrations 96
mitochondria

IAP inhibitors 222
role in apoptosis 211, 212–13

mitochondrial apoptosis channel (MAC) 216
mitochondrial permeabilization control 215–18
mitogen-activated protein (MAP) kinase pathway 190–1,

192, 193, 422
mitomycin C

mechanism of action 399, 400
side effects 405

mitosis 4
effect of steroid hormones 262
regulating genes 7

mitotic activity, checkpoints 164
defects 98
spindle checkpoint 157

mitotic cell death 424
mizonidazole, use with radiotherapy 418
MLH genes 9

association with cisplatin resistance 400
MLH1 protein 163
MLL fusions 103–4, 311
MMAC1 see PTEN
MMP-9 8
molecular decoying 400
molecular imaging 366–7
molecular pathology 356

immunohistochemistry 358–60

in situ hybridization 360–3
tissue microarrays 365
tissue microdissection 363–5
tissue preparation 356–7

Mom1 319
monoclonal antibodies (mAbs) 340, 350, 428, 504–5

bispecific 436
clinical use 437–8
humanization 431–2
immunoconjugates 434–6
in immunodiagnosis 351
mechanisms of action 432–4
problems with therapy 439–40
production 430–1
therapeutic targets 434
therapies in development 438–49

monoclonality, leukaemias 310
monoclonal tumours 12, 13
monocyte chemoattractant protein-1 (MCP-1) 382
monosomy 97
MORF4 180
motility of tumour cells 282–3
mouse

germline manipulation 323–6
‘humanized’ metabolism 331
‘humanized’ telomerase activity 331
genetically-engineered models 326–30
skin model of carcinogenesis 5
tumour models 327
value as animal model 318
see also animal models

mouse leukaemia viruses 230
mouse mammary tumour virus (MMTV) 230, 318
Mouse Models of Human Cancer Consortium

(MMHCC) 326
MRE11 gene mutations 65–6, 424
MRE11 protein 163
mRNA detection 360, 361, 362
MRN DNA repair foci 423
MSH2 gene 9
MSH2 protein 161, 163
MUC1 expression 359
MUDPIT 381
Muir-Torre syndrome 65
multiple endocrine neoplasia (MEN) syndromes 42, 51
multiple myeloma see myeloma
multiplex-FISH technique 96
multistage development of cancer 5–6, 10–11, 14, 310
multi-tumour tissue microarrays 365
mutation 10, 444

oncogene activation 123
role in carcinogenesis 6–7
of steroid hormone receptors 273–4

mutator genes 7
MYC protein 129
MYC gene 124

effects of inactivation 131
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involvement in translocations 126
MYC gene activation 105, 106
Myc, retrovirus transduction 118
Myc-induced osteosarcoma 329
Myc/Max 177
MYCN gene amplification in neuroblastoma 113
myelodysplastic syndrome (MDS), chromosomal

aberrations 101
myeloid malignancies, chromosomal aberrations 100–104
myeloma 123

genetic abnormality 311
risk factors 31

myeloma cells, use in monoclonal antibody
production 431

myeloproliferative disease (MPD), chromosomal
aberrations 101

myelosuppression, chemotherapy-induced 403
Mylotarg (Gemtuzumab ozogamicin) 435, 437
myxoid chondrosarcoma, extraskeletal, chromosomal

aberrations 108
myxoid liposarcoma, chromosomal aberrations 108

NA88-A 445
N-acetyltransferase gene (NAT) polymorphisms 42
naı̈ve T cells 341–2
naked DNA, use in gene therapy 466–7
nasal sinus cancer, risk factors 32, 40
nasopharyngeal cancer (NPC)

association with EBV 234, 236–7
risk factors 31, 34

natural killer (NK) cells 339, 349, 454
NBS1 gene mutations 424
NBS1–MRE11–RAD50 complex 162, 163
NBS1 protein 65–6, 163
NCI, screening for anti-cancer agents 406
NCI60 377
NCoR 267, 272
necrosis 424

morphological features 211
negative predictive value, screening tests 483
neo-adjuvant chemotherapy 404
neonatal blood spots, fusion sequence detection 313
neovascularization see angiogenesis
nerve cells, proliferation 3
nervous system 2
nervous system tumours, nomenclature 18, 19–20
Neu identification 122
neuregulins (NRGs) 187, 188
neuroblastomas 20

chromosomal aberrations 112, 113
DC/tumour hybrid vaccines 450
metastasis 284
screening 488
tumour antigen studies 384

neuroendocrine immunohistochemistry panel 358
neurofibromas 18, 19
neurofibromatosis 19–20, 51

type 1 (NF1) 149–1
neurofibromin 150
neuropilin-1 receptor/semophorin-3 ligand (NP-1/

Sem-3) pathway 291
neuropilins (NPs) 198, 199, 293–4
neutropenia, granulocyte-colony-stimulating factor

(G-CSF) 252
nevoid cell carcinoma associated genes 50
Newcastle disease virus 471
NF genes 51
NF1 19

NF1 protein 150–1
Nf2 knockouts 328
nickel compounds, as carcinogens 40
NIH-3T3 transformation assay 120–3, 122
Nijmegen breakage syndrome (NBS) 66, 160, 424
nitroreductase (NTR) 473
N-nitroso-N-methylurea (NMU), carcinogenesis 320
nomenclature of tumours 16–21, 18
non-Hodgkin’s lymphoma (NHL) 19
antiCD20 mAbs 437
CASP10 mutations 224
epidemiology 26, 27
risk factors 31
viral IL-10 250

non-homologous end-joining (NHEJ) 65, 66–7, 419, 420,
421, 423

deficiencies in tumours 425
non phase-specific cytotoxic drugs 411
non-small cell lung cancer (NSCLC) 394
p53 gene replacement therapy 472
see also lung cancer

non-specific immunotherapy 451
adoptive leucocyte transfer 454
with bacteria 453–4
with cytokines 451–3

non-specificity in immunohistochemistry 359–60
non-steroidal anti-inflammatory drugs (NSAIDs)
effect on rodent colon tumours 321
protective effect 41

non-viral gene delivery 466–7
normalization, expression profiles 371–2
Nottingham prognostic index (NPI) 393
NOXA 217–18, 224
NRASI gene 123
identification 122

nuclear hormone receptors 258, 259
action 264–5
co-activators 265–6
co-repressors 266–7
as oncogenes 267–8

nucleophosmin 165
nucleotide excision repair (NER) 55, 62–4
defects, cisplatin sensitivity 72
variation between individuals 71

obesity 36, 43
objective response rate (ORR) 408
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obstruction of bowel 21
occupational carcinogens 40–1, 43
oesophageal cancer

epidemiology 26, 27
risk factors 30, 36, 37

oestrogen receptor antagonists 269–71
oestrogen receptors (ER) 258, 259, 260

activation by growth factor pathways 272–3
in breast 261
mutations 273–4
see also nuclear hormone receptors

oestrogens 258
and breast cancer risk 38
hormone-responsive tissues 260–1
production by tumours 262
role in carcinogenesis 262–3

oligoclonal tumours 13
oligodendromas 18, 20
oligo-deoxynucleotides (ODNs), in anti-sense

therapy 474–5
oligonucleotide microarrays 371
OMI 222
Omnitarg (Pertuzamab) 204
oncofetal antigens

monoclonal antibodies 438–9
see also carcinoembryonic antigen (CEA)

oncogene-expressing transgenic mice 326–7
oncogenes 6–7, 98, 117

activation 99
activation mechanisms 123–7
cooperative effects 236–7
functions 127–31
hypomethylation 90–1
identification 120–3
inducible expression, transgenic mice

329–30
nuclear hormone receptors 267–8
as therapeutic targets 131–2
transfection, effects 171
viral (v-oncs) 118, 119

oncogene stimulation, crisis phase 9
oncolytic viruses, as vectors in gene therapy

470–2
ONYX-442 472
opsonization 432–3
optical molecular imaging techniques 366
oral cancer

incidence 27
protein array study 383
risk factors 31, 34, 37

screening 484
oral contraceptive use 38, 39

effect on cancer risk 263
organo-chlorine exposure 41
organs

control of growth 3–4
structure 2–3

origin recognition complex (ORC) 159
oropharyngeal cancer, association with HPV

infection 233
OSI774 226
osteomas 18, 19
osteosarcomas 18, 19

chromosomal aberrations 109
metastasis 284
Myc inactivation, effect 131, 329

ovarian ablation therapy 268–9
ovarian cancer

ascites 253, 285
chemokines 254
chromosomal aberrations 109
IL-1 expression 250
incidence 27
linkage analysis 48
platinum drug resistance 402, 403
risk factors 31, 53
screening 486–8
SELDI analysis 382
TNF-a activity 244–5

ovarian tissue, IL-1 expression 249
ovarian tumours, hormone production 262
overexpressed tumour-associated antigens 444
overexpression of oncogenes 124–7
overweight 36
oxaliplatin 246, 397
oxidative demethylation 62
oxidative stress 218

role in angiogenesis 296–7
oxygen, as radiation sensitizer 418

p14ARF deletions 53
p16 180

role in senescence 175–6
p16INK4a 145–7, 486
p21 160, 175
p27 158
p300 266
P388 leukaemia model, drug screening 332
p53 141–3, 423, 424

activation 143–4
binding by SV40 231
connection to Rb pathways 145
effect of ARF 146
effect of E6 protein 234
effect of PTEN 153
as effector of senescence 175, 177
inactivation in tumours 143
inhibition 425
mouse models 144
and radioresistance 425–6
response to DNA damage 160
role in apoptosis 217–18
role in centrosome duplication 165

p53-based therapies 144–5, 472
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p53-deficient mice 328
skin tumours 321

p85 201
domain structure 190

P91A tumour antigen 345
p160 266
packaging cells 462
paclitaxel (taxol)

combination with cisplatin 411
development 332

pain 21
pair production 418
palliative chemotherapy 403
palliative radiotherapy 414
pancreatic cancer 53

chemokine actions 254
risk factors 31

Panorex (Edrecolomab) 439
Papanicolaou smear screening 489–91

see also cervical screening
papillomas 16, 17
papillomaviruses 233–4, 345

HPV16 240
see also human papillomavirus (HPV)

paracrine hormonal effects 258
paraffin wax embedding 357
paragangliomas 20
paraneoplastic syndromes, role of TNF-a 245
passive smoking 33
pathological examination

histochemistry 357–8
immunohistochemistry 358–60
tissue preparation 356–7

pattern recognition receptors 338
PAX3, PAX7 108
PCR methods, DNA methylation detection 83
PDCD-8 see apoptosis-inducing factor (AIF)
PDGF 127
pegylated interferon 452
Pemtumomab (Theragyn) 435–6
penetrance 54
penile cancer, risk factors 32
peptide hormones 259–60
peptide nucleic acid (PNA) probes 363
peptide vaccines 448
performance status (PS) 404, 405
peripheral neuroepitheliomas (primitive

neuroectodermal tumours) 107
peritoneal tumours, risk factors 32
permeability transition (PT) 217, 218
Pertuzamab (Omnitarg) 204
Peutz-Jeghers syndrome 148–9

associated genes 50
phaeochromocytomas 20
phage display libraries 431–2
phagocytosis 433
pharmacokinetics

and cytotoxic drug dosage 409–10
role in cytotoxic drug resistance 402
studies of new drugs 406

phase I studies 407–8
phase II (absolute efficacy) clinical trials 409
phase III (comparative efficacy) clinical trials 409
phase-specific cytotoxic drugs 411
phenacetin 41
phenotype, definition 45
pheomelanin 58
Philadelphia (Ph) chromosome 95, 101, 102, 126
phosphoinositide 3-kinase (PI3K) pathway 4, 193–4, 201
phospholipid metabolism 193–4
phosphorylation, proteomic-based studies 383–4
phospho-tyrosine binding (PTB) domain 190
photodynamic therapy 397
photoelectric effect 418
photosensitizing drugs 22
phylogenetic trees 372
physical activity, relation to cancer risk 36–7
phytooestrogens 263
pifithirin a 145, 425
pituitary gland
benign tumours 16, 262
hormone production 259, 260

PLA2G2 319
placental growth factor (PIGF) 292
planning target volume (PTV), radiotherapy 415, 416
plasma cells 429
plasma concentrations, cytotoxic drugs 409
plasmacytoid dendritic cells 247
plasmid host cell reactivation assays 72
platinum compounds 411
mechanism of action 399–400
resistance 402, 403

PLC�
activation 201–2
domain structure 190

pleural tumours
risk factors 32
see also mesothelioma

ploidy, maintenance of 165
PML gene 267
PML–RARA fusion 103
pneumonectomy 394
point mutations, oncogene activation 123
pol 230
pollution 41
polyclonal antibodies 430
polyclonal tumours 12, 13
polyethyleimine (PEI) 467
polymorphic epithelial mucin (PEM) 349
polymorphisms 42
polymorphonuclear leucocytes (granulocytes) 338
polyoma virus 230, 231–2, 240
positional cloning see linkage mapping
positive predictive value, screening tests 483
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positron emission tomography (PET) 366–7
post-translational modifications, proteomic studies 383–4
predictive value, screening tests 483
pregnancy, effect on breast cancer risk 263
presentation of tumours 21
pressure, role in invasion 280–1
prevalence of cancer 25
prevention 22–3, 43–4

of breast cancer 276
prime/boost regimes 353
primitive neuroectodermal tumours 20
printing industry 40
procainamide, DNA methylation inhibition 92
prodrug activation 473
progesterone, protective effect 263
progestins 258
prognostic factors 11

in colorectal cancer 396
EGFR and TGFa overexpression 197
expression profile 373, 375, 376
gene-expression profiles 286–7
hypomethylation 90
immunohistochemical 359
in leukaemias and lymphomas 100
Nottingham prognostic index (NPI) 393
p27 expression 158
TP53 status 141, 153–4
tumour hypoxia 295

progression pathway 10–11
progression stage of carcinogenesis 5
prolactin 259
proliferative activity 129–30
promotion stage of carcinogenesis 5
prostate

histology 261
hormone responsiveness 261
stromal cells 8–9

prostate cancer 53–4, 58, 394–6
castration 268
CV706 adenovirus 472
epidemiology 26, 27
hormonal antagonists 268
hormone-dependence 257
hormone resistance 271
latent 23, 496
risk factors 30, 34, 37, 39
role of androgens 263
screening 43, 395, 495–7

prostatectomy 395
prostate specific antigen (PSA) 395

in screening 496, 497
protein arrays 382–3
proteins, tissue microdissection 364
proteolytic enzymes

role in invasion 281–2
synthesis by fibroblasts 291

proteome chips 383

proteomics 369, 377–8
high-throughput marker validation 383
post-translational modifications 383–4
samples for analysis 378
screening for tumour antigens 384
technical approaches 378–83

proto-oncogenes 118
functions 127–31

proviruses 118
Pseudomonas exotoxin 434, 450
pseudotyping 462, 465
PSR 338
PTCH gene 50
PTEN gene 50

mutations 52
PTEN protein 152–3, 196, 198, 273, 274
PTPRJ gene 319
pubertal growth spurt 261
PUMA 217–18, 224

quercetin 233

radiation, as risk factor for cancer 39–40
radiation therapy see radiotherapy
radical chemotherapy 403
radical prostatectomy 395
radical radiotherapy 414
radiobiology 416–18
radioconjugates, anti-angiogenic 299
radioimmunotherapy 435–6, 437
radionuclide imaging 366
radioresistance, intra-S checkpoint

failure 423
radioresistant DNA synthesis (RDS) 160
radiosensitivity 415–16, 417–18

clonogenic cell survival 416–17
of normal tissues 424–5
of tumours 425–6

radiotherapy 22, 390, 391, 414–16
in breast cancer 393
cellular responses to DNA damage

421–4
classical radiobiology 416–18
clinical outcomes 424–6
in colorectal cancer 397
DNA damage 419
DNA repair 419–21
in prostate cancer 395–6
risk of second malignancy 40
see also chemoradiotherapy

radiowave tumour destruction 397
radon gas 40
RAD proteins 162

RAD50 163
RAD50-MRE11-NBS1 65, 66, 67
RAD51 67, 68, 421, 422–3

and radioresistance 425
Raf-1 191, 193
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raloxifene 270
preventative role 276

randomized trials, evaluation of screening 484
rapamycin-inducible dimerizer system 469
ras oncogene 6, 118, 128

activation 123
Ras-Raf-MAP kinase pathway 190–3
RB gene 49–50, 51, 86, 99, 138–9, 156, 157
discovery 136

see also retinoblastoma
RB mouse models 139
RB protein

binding by SV40 231
connection to p53 pathways 145
role in restriction point control 157–8
tumour suppressor role 140–1

RCAS viruses, use in mouse tumour models 330
reactive oxygen species (ROS) 296
receptor amplification, role in hormone resistance 271
receptor tyrosine kinases (RTKs) 188

as therapeutic target 203–4
recessive inheritance 45, 54

syndromes 54–5
recombinant cogenic strains (RCSs) mapping system 319
recombinase enzymes 98
recombination-dependent DNA replication 69–70
rectal cancer 396–7

see also colorectal cancer
rectal examination 485

in prostate cancer screening 496
5a-reductase inhibitors 269
regulatory genes, involvement in carcinogenesis 6
regulatory phase, apoptosis 211
remission induction 404
renal cell carcinoma (RCC)

2D-PAGE analysis 379, 380
cytokine therapy 251, 451, 452
DC/tumour hybrid vaccines 450
gene mutations 58
paediatric, chromosomal aberrations 109, 112
risk factors 31, 36, 41

repair mechanisms see DNA repair
replication-competent avian leucosis retroviral vectors

(RCAS) 330
replication fork reversal 69, 70
replication protein A (RPA) 63
replicative senescence 171, 172, 173

effectors 174–6
telomere-independent mechanisms 179–80

reproductive risk factors 38
research methods 23
resection 22, 390, 391

breast cancer 393–4
colorectal cancer 396–7
lung cancer 394
melanomas 392
prostate cancer 395

resistance to chemotherapy 223–4
resolution, spontaneous 11
response elements, nuclear hormone receptors 264
resting phase (G0) 4
restriction (R) point control 157–8
RET gene 51, 127
identification 122
in papillary thyroid cancers 112

retinoblastoma 8, 20, 42, 49–50, 51, 138–41
progression pathway 11
see also RB; RB gene

retinoic acid 259
in treatment of APL 103, 267–8, 315

retinoic acid receptor (RAR) 259
retrotransposons, methylation 81–2
retroviral gene delivery in mouse models 330
retroviral insertional mutagenesis screens 334–335
retroviral tagged cancer gene database (RTCGD) 335
retroviruses 117–20
in animals 230–1
as vectors in gene therapy 461–2

reverse arrays 383
rhabdoid tumours 86
rhabdomyosarcomas, chromosomal aberrations 108
rheumatoid arthritis 243
IL-1 expression 249

rhuMabVEGF 300
riboprobe mRNA detection 360, 361, 362
ribozymes, RNA-directed therapy 475
ricin 434
RIP (rat insulin II promotor)-Tag model 326
risk factors 29, 30–2
for colorectal cancer 396
dietary 36–8
environmental pollution 41
genetic predisposition 41–2
infections 33–6
medical carcinogens 41
mutagens 42–3
occupational carcinogens 40–1
for prostate cancer 394
radiation 39–40
reproductive and hormonal 38–9
tobacco 29, 33
see also inherited susceptibility

risk of cancer 1
Rituximab 246, 250, 437
combination with IL-12 452

RNA
preparation for expression profiling 371
tissue microdissection 363–4

RNA-directed gene therapy 474–5
RNA interference therapy 475
RNAi transgenes, drug target validation 334, 336
robotic surgery 391
rodents, telomerase 179
roscovitine 141
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Rothmund-Thomson syndrome 70
Rous sarcoma virus 230
RS-SCID (radiosensitive severe combined

immunodeficiency) syndrome 66–7
RU486 (mifepristone) 469
rubber industry 40

S phase 156
completion 159–60
initiation 158

Sal2 protein 231
Salk polio virus, SV40 contamination 231
Salmonella-DNA vaccines 450
salted food 37
saporin 434
sarcomas

chromosomal aberrations 106–11
DC/tumour hybrid vaccines 450
immunohistochemistry panel 358
nomenclature 18, 19

scavenger receptor 338
Scc genes 319
schedule dependency of drugs 402
schistosomiasis (bilharzia) 35
schwannomas 18, 19
screening 23, 43, 480–1

for breast cancer 481, 482, 487, 492–3, 494
for cervical cancer 34, 166, 481, 482, 489–92
cytological 485
p16INK4a 486
by visual inspection 484–5

for colorectal cancer 396, 493–5
cytology 485–6
evaluation 482–4
imaging techniques 486–7
for infections 488–9
by palpation 485
population selection 482
for prostate cancer 43, 395, 495–7
safety and acceptability 482
tumour markers 487–8
types of tests 481–2
by visual inspection 484–5

screening programmes 484
screens for anti-cancer agents 406
scrotal cancer soot exposure 40
SDHB gene 51
SDHC gene 51
SDHD gene 51
second malignancies, therapy-induced 144, 425
securin 165, 166
seed and soil hypothesis 285
segmentectomy, pulmonary 394
selenium 37
self-inactivating (SIN) vectors 463
self-renewal cycles, stem cells 306
self-selection in cell cultures 177

self-sufficiency in growth signals 127–8
self-tolerance 343
semaphorin 293
seminoma 18, 20

survival 224
senescence-inducing complementation groups 180
sensitivity, screening tests 483
sentinel node biopsy

breast cancer 394
melanoma 392

separin 165, 166
SEREX 350–1, 384
SERMS/SARMS (selective ER/AR modulators) 275
serum mannan binding protein 338
sex hormone binding globulin (SHBG) 260
sexual activity, as risk factor 39
SH2 (Src-homology-2) domains 189
Shc 203

domain structure 190
Shigella -DNA vaccine 450
Shope papilloma virus 230
SHP-1, domain structure 190
side effects

cytotoxic chemotherapy 405
radiotherapy 415

sigmoidoscopy 396
in screening 485, 494–5

signalling pathways 128
apoptosis 211–12
EGFR 190–6
VEGFR 201–3, 202

signalling proteins, domain structure 190
signal transduction, abnormal gene methylation 89
single cell gel electrophoresis assays 71–2
single nucleotide polymorphisms (SNPs) 425
single photon emission computed tomography

(SPECT) 366
siRNAs 475
skin cancers 345

associated genes 50
HPV involvement 234
local treatment 392
risk factors 31, 34, 39–40
squamous carcinoma 12, 13

skin carcinogenesis, two stage model 320–1
Sluc genes 319
Slug 280
SMAC (second mitochondria derived activator of

caspases) 222
SMAC mimetics 224, 225
SMAD2/SMAD4 mutations 138
SMAD4 gene 50
small cell lung cancer (SCLC) 394

ACTH production 262
sensitivity to chemotherapy 223
see also lung cancer

small cell sarcoma, intra-abdominal 108
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SMART trial 436
SMC1 163
smoking 29, 33
SMRT 267
Snail 280, 287
SNF2 proteins 85–6
somatic hypermutation 430
somatic recombination 430
somatotropin 259
soot, as carcinogen 40
SP1 transcription factor 90
specific immunotherapy 443–4

DC/mRNA vaccines 450–1
DC/tumour hybrid vaccines 450
dendritic cells 446–8
gene-modified DC vaccines 449–50
genetically-enhanced T-cells 445–6
peptide vaccines 448
see also monoclonal antibodies

specificity, screening tests 483
spectral karyotyping (SKY) 96, 334

breast cancer 111
S-phase, telomerase expression 178–9
sphingomyelin 219
spindle checkpoint 165, 166
spiral CT, screening use 486
spontaneous resolution 11
spotted microarrays 370–1
sputum screening 485
squamous carcinoma

of bladder, 2D-PAGE analysis 379
of skin 12, 13, 392

Src 194
domain structure 190

SRI13368 226
SRL172 453
ST1571 see Gleevec
staging 15, 21, 391–2

colorectal cancer 395, 396
staining of tissue sections 357–8
STAT transcription factors 194
stem cells 3–4, 306

developmental options 307
gene therapy 460
origins of leukaemias 314

steroid hormones 258–9
role in carcinogenesis 262

steroid receptor antagonists 269–71
steroid receptors see nuclear hormone receptors
stimulus phase, apoptosis 211

extrinsic pathway 218–19
intrinsic pathway 215–18

STK11 gene 50
STK11 (LKB1) protein 148–9
STK15 (AURKA) gene 7, 131, 320
Stk6 gene 320
stomach cancer

association with EBV 234
epidemiology 26, 27–9
risk factors 30, 35, 37
role of Helicobacter pylori 239–40
screening 487

streptavidin 436
streptozocin sensitivity 61
stroma 289, 290–1
stromal cells 8–9
enzyme production 281

stromal effects 243
stromelysin 8
SU5416 204, 205, 299
SU6668 204, 205, 299
suicide genes 460, 472
suicide gene therapy 472–4
sulindac, effect on rodent colon tumours 321
sunlight exposure 39–40
surface-enhanced laser desorption ionization (SELDI)

mass spectrometry 381–2
surgery see resection
survival factors 129
survivin 165, 222, 224
SV40 231
Large-T antigen 174, 175
small-t antigen 176

symptoms of tumours 21
syngeneic tumour transplantation models 322
synovial sarcomas, chromosomal aberrations 107–8
SYT–SSX fusions 107–8

tamoxifen 38, 269, 270, 393
development of resistance 271
preventative role 276

T antigen (Tag) oncogene 326, 330
target cells in leukaemia 313–15
Tax 238
taxanes 411
mechanism of action 399, 400
side effects 405

T-cell lymphomas 234
chromosomal aberrations 106
see also lymphomas

T-cells see T lymphocytes
TEL-AML1 105, 374
TEL gene, fusions 311, 312
telomerase 9, 98, 130, 172–4, 183–4
origins in cancer cells 178–9
regulation of 177–8
in targeting therapy 469

telomerase activity, ‘humanized’ mouse models 331
telomerase inactivation, knockout mouse studies 181, 183
telomerase inhibition 182–3, 321
telomere attrition 9, 10, 173
telomere dysfunction 98
telomere-independent senescence mechanisms 179–80
telomere repeat amplification protocol (TRAP) 173
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telomeres, alternative lengthening (ALT) 181–2
temozolamide

resistance 73–4
sensitivity 61

temporal variation in incidence 27–9
teratomas 18, 20
testicular ablation therapy 268–9
testicular self-examination 485
testicular tumours 72, 73

germ cell tumours, chromosomal aberrations 112
risk factors 31, 39

testis-enhanced gene transcript (TEGT) 221
testosterone 258

hormone-responsive tissues 260–1
see also androgens

tetanus toxoid vaccination 444
tetracycline (tet)-mediated expression systems

323–4
textile industry 40
TFIIH 63, 272
TGFa overexpression 197
TGFb, as therapeutic target 453
thalidomide, TNF-a inhibition 246
Theragyn (Pemtumomab) 435–6
therapeutic drug monitoring 409
therapeutic ratio, radiotherapy 417

methods of improvement 418
methods of increase 425

therapy 22
adjuvant 390–1
anti-angiogenic 297–301
apoptosis-related targets 223–6
granulocyte-colony-stimulating factor

(G-CSF) 252
granulocyte-macrophage colony-stimulating

factor (GM-CSF) 252
hormonal 268–75
interferons 246–9
interleukins 251
for leukaemias 315
local 390–2, 397
for breast cancer 392–4
for colorectal cancer 396–7
for lung cancer 394
for prostate cancer 394–6
for skin cancer 392

monoclonal antibodies 434–40
p53-based 144–5
pre-treatment expression profiling 376–7
Rb pathway manipulation 141
targeting of growth factors 203–5, 204

targeting of oncogenes 131–2
telomerase inhibition 182–3
TNF-� 245
TNF-� antagonists 245–6
use of cell cycle proteins 166
viruses, opportunity for selective therapy 240

see also chemotherapy; gene therapy; immunotherapy;
radiotherapy

6-thioguaninemechanism of action 399, 400
thiopurine methyltransferase (TPMT) activity 410
thrombospondin-1 (TSP-1) 298
thymidine phosphorylase (TP), role in angiogenesis

296–7
thyroid cancer 262

papillary, chromosomal aberrations 109, 112
risk factors 31

thyroid hormone receptor (THR) 259
thyroid-stimulating hormone (TSH) 259, 260
thyroxine (T4) 258–9
Tiam1 321
tirapazamine, use with radiotherapy 418
tissue groups 2
tissue microarrays (TMAs) 365, 369–2
tissue microdissection 363–5
tissue samples, proteomics 378
tissue-specific promoters, use in gene

therapy 468
t-loop disruption 175
TLR 449
T lymphocytes 339

antigen recognition 340–1
assays 322–3
costimulation of 347
function 341–2
genetically-enhanced 445–6
role in immunotherapy 351–2, 353
tumour antigen detection 346–7
tumour antigen responses 347–9

TNFerade 245
TNM staging system 21, 391–2
tobacco use, as risk factor for cancer 29, 33
Toll-like receptors (TLRs) 338
topoisomerase II poisons 400–1
topoisomerase inhibition 104, 399, 400, 411
topotecan, mechanism of action 399, 400
total androgen blockade 269
toxicology studies, new drugs 407
toxins, conjugation to mAbs 434
TP53 gene 42–3, 50

mutation 10, 11, 52, 138, 141, 153–4
see also p53

TRAIL receptor antibodies 225, 226
transcription

abnormal gene methylation 89
promotion of 265–6

transcription complexes 307–8
transcriptional regulation, DNA methylation 81
transcriptional repression 82
transcriptionally targeted gene therapy 468, 469
transcription-coupled NER (TC-NER) 62, 63
transcription factors 128

in haemopoiesis 308, 309
transcriptome 369
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expression profiling 372–7
microarrays 369–72

transduction by retroviruses 118, 119
transforming growth factor alpha (TGFa) 187, 188
transforming growth factor beta (TGFb) 128, 242

immunosuppressive effect 353
transgenesis 323
transgenic mice

oncogene-expressing 326–7
production of human antibodies 432

transitional cell carcinoma (TCC)
2D-PAGE analysis 379
see also bladder cancer

translesion DNA synthesis 69, 70–1
translocations 97, 126
translocator mouse models 329
transplant recipients, tumour development 345
trans-vaginal ultrasound screening 487
TRAP (thyroid receptor associated proteins) complex 266
Trastuzumab (Herceptin) 204, 226, 434, 438
treatment see therapy
trichostatin A (TSA) 275, 377

hTERT activation 178
trichothiodystrophy (TTD) 63–4
triiodothyronine (T3) 258–9
trisomies

in leukaemias and lymphomas 99
trisomy 8 100

TRKA 127
TRK identification 122
trophins 260
tropism of retroviruses 462
TRP-1, TRP-2 445
Trp53 knockouts 328
TSC genes 51
TSG knockout mice 327–8
TSH-releasing hormone (TRH) 259, 260
tuberculin PPD vaccination 444
tuberous sclerosis 51
tubulin-binding agents 299
tumour antigens

detection by antibodies 349–1
T lymphocyte detection 345–7
T lymphocyte responses 347–9

tumour-associated antigens (TAA) 349–51, 444–5
proteomic studies 384
vaccination 476

tumour cell motility 282–3
tumour colony inhibition 349
tumour infiltrating lymphocytes (TIL) 454
tumour modifier genes in mouse models 319
tumour necrosis factor a (TNF-a) 243–6, 343

antagonists 245–6
tumour-promoting effects 244

tumour progression 278–9
tumour-prone mouse strains, generation 318–19
tumour response criteria 408

tumours, radiotherapy response 425–6
tumour-selective promoters, use in gene therapy 468–9
tumour-specific antigens 349
tumour stromal cells 8–9
tumour suppressor genes (TSGs) 6, 50, 98, 128, 130, 136,

154–5
deletion of 99
discovery 136–7
INK4a/ARF locus 145–7
LKB1 148–9
loss of function, mechanisms 138
NF1 149–51
PTEN 152–3
VHL 147–8
WT1 151–2
see also BRCA1, BRCA2; p53; RB; TP53

tumour transplantation 343
tumour transplantation models 321–2
drug screening 331–2

tumour types 4–5
Turcot’s syndrome 65
twin studies in leukaemia 312–13
two-dimensional-differential gel electrophoresis

(2D-DIGE) 379
two-dimensional polyacrylamide gel electrophoresis

(2D-PAGE) 378–80
‘two hit’ model, Knudson 6–7, 88, 99, 136, 138
two-stage skin carcinogenesis model 320–1
tyrosinase 445
tyrosine kinase inhibition 299, 504

ubiquitin conjugation
of EGFR 195
of p53 142

ulcers 21
ultrasound
in screening 486–7, 496
tumour destruction 397

ultraviolet radiation 39–40
ultraviolet radiation exposure 43
in xeroderma pigmentosum (XP) 55

undifferentiated tumours, immunodiagnosis 351
unsupervised hierarchical analysis 372
urine screening 166, 482, 485

vaccination 240, 353–4
against hepatitis B 238
against HPV 233, 234
priming of CTL response 444
see also immunotherapy

vaccines to VEGF receptors 299
vaginal cancer, risk factors 32, 34
variation filters 372
vascular dissemination 283–4
vascular endothelial growth factor (VEGF) 198–200, 130
Bevacizumab 439
immunosuppressive effect 353
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vascular endothelial growth factor (VEGF) (cont.)
isoforms 300–1
receptor activation 188
role in angiogenesis 291, 292–3
signalling pathways 201–3
therapeutic targeting 300
VEGF-A signalling 200
VEGF-C 284
see also growth factors

vascular endothelial growth factor (VEGF) receptors 186
in cancer 203
expression by new endothelial vessels 290
role in angiogenesis 293–4
as therapeutic targets 299

vascular leak syndrome 434
vascular resistance to invasion 282
vasculogenesis 289, 290
VDAC (voltage-dependent anion channel) 216, 218
VE-cadherin 198, 199
VEGFR-2, as therapeutic target 204–5
vFLIP 237
VHL gene 51, 147
Vhl knockouts 328
vimentin expression 359
vinblastine 299
vinca alkaloids 411

mechanism of action 399, 400
viral early genes, blocking of replicative senescence 174
viral IL-10 250
viral oncogenes (v-oncs) 118
viral tumour-associated antigens 444
viral vectors

in gene therapy 461–6, 470–2
in immunotherapy 449

virtual dissection 371
virus-directed enzyme prodrug therapy (VDEPT) 473
viruses 229, 240, 345

in animals 229–33
detection by ISH 363
Epstein-Barr virus 34, 234–7, 345, 466
hepatitis viruses 34, 238–9, 345, 354, 489
HIV 35, 239
human T-cell leukaemia/lymphoma virus 35, 230,

237–8
immunization against 353–4
Kaposi’s sarcoma herpesvirus (HHV-8) 34, 237
p53 inactivation 143
papillomaviruses 233–4, 240, 345
see also human papillomaviruses

virus-like particles (VLP), use in vaccination 233
vitamin E 37
vitamin supplementation 43

Vitaxin 298–9
vitronectin 295
Vogelstein-Fearon model, colorectal cancer 137–8
Von Hippel–Lindau (VHL) protein 199, 200
von Hippel–Lindau (VHL) syndrome 51, 147–8, 203
VP-22 473–4
vulval cancer, risk factors 32, 34

wasting (cachexia) 21
Werner syndrome 70
Western blot analysis 360
Western diet 36, 37, 263
Westernization, effect on cancer burden 26–7
Wilms’ tumour 51, 151–2

age-specific incidence 8
WRN protein 70
WT1 151–2
WT gene 51

X-chromosome inactivation 82, 13–14
xenotransplantation models 322
xenotropic retroviruses 462
xeroderma pigmentosum (XP) 55, 63

XP-V 71
XIAP (X-linked inhibitor of apoptosis protein) 222
XIST gene 82
X-linked alpha-thalassaemia, mental retardation (ATRX)

syndrome 80, 86
X-linked lymphoproliferative disease (Duncan’s

syndrome) 235
X-linked severe combined immunodeficiency (X-SCID),

gene therapy 459, 462
XPA 63
XPC 63
XPD gene polymorphisms 64, 72
X-ray exposure, as risk factor 40
X-rays, use in screening 486
X-ray treatment 414–15

clonal selection 11
XRCC4 66

yeasts, cell cycle control 156
yolk sac tumours 18, 20
yttrium-90 radioimmunotherapy 435–6, 437

ZAP-70 374
ZD1839 (Iressa) 226, 204, 504
ZD6126 299
ZD6474 204, 205
zebularine 91
Zevalin (90yttrium-Ibritumomab) 437
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